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PREFACE

The aerospace community has come to realize that Computational Fluid Dynamics offers great potential as an analysis
and design tool for air vehicles as well as components. Great strides have been made in recent years in development of both
computer hardware and solution algorithms as well as pioneering applications. Design applications are being made in today's
developments. In general, CFD methods of today can simulate flows about complex geometries with simplified flow physics
or flows about simple geometries with complex flow physics, however, they cannot simulate both in many cases. Significant
progress still has to be made to help resolve these issues.

The ultimate goal of CFD development is a fully mature design and analysis capability that is user friendly, cost
effective, numerically accurate and fully verified by detailed experimental or analytical comparisons. A critical step, as far as
practical applications of CFD are concerned, is the thorough validation or calibration of the CFD tools. Through validation
the design user of CFD can gain the high level of confidence that is needed to permit the capability to realize its full potential
as a design tool.

AGARD's Fluid Dynamics Panel has sponsored a Symposium with the specific intent of examining activities, both
computational and experimental, directed toward validating or calibrating CFD codes over a broad spectrum of fluid-
dynamics study areas. The objectives of the Symposium were to identify the level of agreement of numerical solution
algorithms and physical models with experimental and/or analytical data, to identify regions of validity for given flow solvers.
and to identify flow regions where significant gaps exist and further work is warranted.

Due to the intense interest in this subject, a large number of paper abstracts were submitted to the FDP "Call for
Papers". The Programme Committee decided to accommodate this intense response by inviting authors to prepare "Poster
Papers" for a special session. Poster Papers were mounted on large display stands and authors informally inter-acted with

interested participants during a two hour period. This stimulating discussion period proved to be highly successful. Volume 2
contains the formal written versions of the Poster Papers. Volume I contains the Symposium papers and the concluding
Round Table Discussion.

La communaut6 adrospatiale est en voie de se rendre compte des possibilitds 6normes offertes par le calcul en
dynamique des fluides en tant qu'outil d'analyse et de conception. Des progrds considdrables on tdt enregistrs au cours des
dernires anndes dans le ddveloppement du matdriel informatique et des algorithmes de rdsolution ainsi que des applications
originales et des applications d'6tudes sont en cours.

En rtgle gdniale, les nouvelles mithodes de CDF permettent soit de simuler des 6coulements autour de gdomdtries
complexes scion des lois physique d'dcoulement simplifides, soit de simuler des dcoulemcnts autour de gtomdtries
simplifiees, selon des lois de physique d'6coulement complexes, mais non pas les deux, dans bien des cas. Des efforts
importants sont encore demands afin de rdsoudre ces problimes.

Le but ultime recherchd par ces travaux de ddveloppement du CDF serait la rdalisation d'un systme d'analyse et de
conception i r'preuve de toute ddfaillance, et qui serait en mtme temps convivial, d'un bon rapport qualit6/prix, prdcis du
point de vue numdrique et confirmd rigoureusement par des expdrimentations ddtaill6es. En ce qui conceme les applications
pratiques du CDF, la validation pousse, ou '6talonnage des codes CDF reprdsente une dtape critique. La validation assure A
l'utilisateur du CDF le niveau de flabilitt 6levt dont il a besoin, et elle doit permettre h cet outil de rdaliser tout son potentiel
en tant qu'aide i la conception.

Le Panel AGARD de Ia dynamique des fluides a organis ce symposium pour permettre un examen des travaux de
calcul ainsi que des travaux expdrimentaux qui sont en cours a rheure actuelle et dont l'objet serait de valider ou d'italonner
les codes CDF, et ceci pour la quasi-totalit6 des domaines de recherche en dynamique des fluides.

Le symposium a eu pour objectif principal de dterminer le niveau de concordance entre le! "':s physiques et les
algorithmes de rdsolution numdriques dune part, et les dones expdrimentales d'autre part ain .c I ,dentification des
domaines de validation pour des rdsolveurs d'&coulements spdcifiques et lidentification des rdgim-' " ,ulement pour
lesquels il existe des lacunes importantes, et oii des recherches suppldmentaires seraient justifides.

Etant donn6 le vif intdrdt du sujet de nombreux rdsumts de communications ont td soumis & I'approbation du Comitd
charge du programme. Pour ripondre A cette demande importantc le Comitt a donc dicid d'inviter des auteurs a prtparer
une session spdciale permettant une exposition de leurs communications. Ces communications on 6tE prdsentdes sur de
grands et larges supports et les auteurs se sont tenus & la disposition des participants pendant environ deux heures. Cette
exposition a stimuli des discussion vivantes et bntfiques pour tous.

Le Volume 2 contient les textes complets des prisentations faites ots de cette exposition et le Volume I contient les
communications du Symposium et les conclusions de la Table Ronde.

.... . .. ... . .. . . . ....



AGARD FLUID DYNAMICS PANEL

Chairman: Mr D.H.Peckham Deputy Chairman: Dr WJ.McCroskey
Superintendent AE2 Division Senior Staff Scientist
Royal Aerospace Establishment US Army Aero Flightdynarnics
R141 Building Directorate (AVSCOM)
Famborough, Hants GU 14 6TD Ames Research Center N258- I
United Kingdom Moffett Field, CA 94305

United States

PROGRAMME COMMITTEE

Dr R.G.Bradley, Jr. (Co-Chairman) Professor Ir. J.W.Slooff
Director, Aerospace Technology Dept. Nadonal Aerospace Laboratory, NLR

GD/FW-MZ 2888 Anthony Fokkerweg 2
Fort Worth Division 1059 Amsterdam, Netherlands
P.O. Box 748 Fort Worth, TX 76101, USA

Dr W.Schmidt (Co-Chairman) Professor H.Norstrud
Deputy Director-Dornier 328 Program Appt. 24
Dornier GmbH, EY 27 rue Noulet
Postfach 1420 F-31400 Toulouse, France
D-7990 Friedrichshafen
Federal Republic of Germany

Professor A.F. de O.Falcao
M. l'Ing. en Chef B.Monnerie Pavilhao de Maquinas
Directeur Adjoint Instituto Superior Tecnico
Direction Adrodynamique 1096 Lisboa Codex, Portugal
B.P. 72
ONERA
92322 Chgitillon, France Mr P.R.Bignell

BAe PLC, Sowerby Research Centre
Professor D.Papailiou Naval Weapons Division
Department of Mechanical Engineering FPC 067, P.O. Box 5
University of Patras Filton
Rio 26001 Bristol BS 12 7QW, UK
Patras, Greece

Dr Ing. G.Bucciantini Dr R.A.Graves
Aeritalia-Societa Aerospaziale Italiana Director, Aerodynamics Div.
Gruppo Velivoli Combattimento NASA/HQ/Mail Code RF
Corso Marche 41 Washington D.C. 20546, USA
10146 Torino, Italy

PANEL EXECUTIVE

From Europe: From USA and Canada:
Mr M.C.Fischer AGARD-NATO
AGARD-OTAN APO New York 09777
7 rue Ancelle
92200 Neuilly-sur-Seine, France

Tel (1) 4738 5775 - Telex 610176 (France)

iv



CONTENTS
~Page

PREFACE iii

FLUID DYNAMICS PANEL iv

Reference

POSTER PAPER SESSION
Chairman: R.A.Graves

VALIDATION OF A MULTI-BLOCK EULER FLOW SOLVER WITH PROPELLER-
SLIPSTREAM FLOWS .

. Bu A.Amendola, R.Tognaccini, J.W.Boerstoel and A.Kassies PI

INVESTIGATION OF THE SURFACE FLOW ON CONICAL BODIES AT HIGH SUBSONIC
AND SUPERSONIC SPEEDS

by W.J.Bannink, E.M.Houtman and S.P.Ottochian P2

DESIGN AND VALIDATION OF A 2D EULER CODE
by B.Favini, F.Sabetta and L.Zanneti P3 °

FINITE DIFFERENCE METHODS IN RECIRCULATING FLOWS
by J.C.F.Pereira and F.Durst P4

THE DESIGN OF THE GARTEUR LOW ASPECT-RATIO WING FOR USE IN THE
VALIDATION OF SHEAR LAYER AND OVERALL FLOW PREDICTION METHODS

by M.C.P.Firmin and M.A.McDonald P5

SLENDER CONE CFD AND EXPERIMENTAL DATA COMPARISONS IN HYPERSONIC FLOW
by J.Y.Baltar and E.Tjonneland P6

VALIDATION OF A USER-FRIENDLY CFD CODE FOR PREDICTION OF THE AERODYNAMIC
CHARACTERISTICS OF FLIGHT VEHICLES

by M.Fortier P7

COMPARISON OF THEORY AND EXPERIMENT FOR FOUR SUPERCRITICAL, LOW DRAG
AIRFOILS

by DJ.Jones, M.Khalid and B.Eggleston P8

SOLUTION ERROR ESTIMATION IN THE NUMERICAL PREDICTIONS OF TURBULENT
RECIRCULATING FLOWS

by R.Kessler, M.Perkc a"G.Scheuerer P9

'DETAILED FLOWFIELD MEASUREMENTS OVER A 75-DEGREE SWEPT DELTA WING FOR
CODE VALIDATION

by S.O.Kjelgaard and W.L.Sellers, III PiO

EXPERIMENTS AND CODE VALIDATION FOR JUNCTURE FLOWS
by L.R.Kubendran, C.-H.Sung and C.-I.Yang Pit

ACCURACY AND EFFICIENCY OF A TIME MARCHING APPROACH FOR COMBUSTOR
MODELING

by A.A.Boretti and F.G.Martelli P12

LARGE-SCALE VISCOUS SIMULATION OF LAMINAR VORTEX FLOW OVER A DELTA WING .
by B.Mfiller and A.Rizzi P13

INVESTIGATION OF THE ACCURACY OF FINITE VOLUME METHODS FOR 2- AND
3-DIMENSIONAL FLOWS

by C.Rossow, N.Kroll, R.Radkspiel and S.Scherr P14

' Not available at the time of printing.

*V

I0

L



Page

DOCUMENTATION OF SEPARATED FLOWS FOR COMPUTATIONAL FLUID
DYNAMICS VALIDATION

by D.Hummel P15

OVERVIEW OF CFD METHODS AND COMPARISONS WITH FLIGHT AEROTHERMAL
DATA

by K.Sutton. E.V.Zoby and H.H.Ilamilton P16

vi



PI-I

VALIDATION OF A MULTI-BLOCK EULER FLOW SOLVER

WITH PROPELLER-SLIPSTREAM FLOWS

by

A. Amendola, R. Tognaccini

Aeritalia/GVT, Transport Aircraft Group
Aerodynamic Dept.

80038 Pomigliano (Napoli)

Viale dellAeronautica, Italia

J.W. Boerstoel, A. Kassies

National Aerospace Laboratory NLR

PO Box 90502, 1006 BM Amsterdam

The Netherlands

SUUaY

A new computer-program system for the numerical simulation of subsonic and transonic flows around complex

aircraft configurations is described. This system computes Euler flows on multi-blocked grids. The system

consists of four major parts:

- a block decomposer fpr the subdivision of flow domains into blocks,
- a grid generator for blocked flow domains,
- a flow solver for blocked grins, and

- a flow visualizer for flows on blocked grids.

These parts are interfacod by files with simple formats. Special attention was given to provide this packa-

ge of software products with:

- excellent portability (the system was tested on various front-end and supercomputers),
- modularity (with respect to physical and numerical subtasks, and with respect of subdividing the to

tal simulation task in loosely coupled subtasks).

The system has good growth potential towards a Navier-Stokes simulation environment.

The system is being validated with various test cases. Results of one of these test cases (the wing/nacel-

le/propeller configuration tested in a NASA-Langley wind-tunnel, NASA CR 172605) show that the system per-
forms reasonably from the point of view of both accuracy and operational manageability. However, the cir-

rent block-decomposition/grid-generation procedure must be made more flexible in order to allow:

- everywhere in the flow domain sufficient numerical accuracy,
- suffi ient short turn-around times in procedures for redesigns of block decompositions and of blo-

cked grids, and

- more efficient central-memory and calculation management in supercomputers.

1. INTRODUCTION

About two and a hoif years ago, NLR and AIT/CVT started jointly the developmento n computer-program system
for the numerical simulation of subsonic and transonic flows around cumplex aircraft configurations.

This development is expected to cover a period of four years. The list of functional, operational, and ac-

curacy requirements, that was defined at the start of the project, mentioned as one of the prime functional

requirements,the simulation of propulsion-system effects on the flows around configurations with a comple-

xity representative for industrial applications. The emphasis was placed on the analysis of propeller/slip-
stream effects on the flows around wings, nacelles, and fuselages. Various test cases were selected to vali

date the system (2D airfoils, 3D flows). One of the test case is the wing/nacelle/propeller configuration

tested in a wind-tunnel at NASA-Langley (Ref. 1). The complexity of this test case is representative for

the engineering practice in aircraft industry, in fact the geometry is complex and the tested flow condi-

tions cover many interesting features, like a propeller slipstream over a wing, a cold exhaust jet, trans2

nic flow, slip layers, swirl and vorticity, total pressure variations, large viscous effects on the rearloa

ded wing. In this paper, this test case is used to analyze the current performance of the simulation sy-

stem.

This paper gives an overview of the current layout and performance of the flow simulation system.

The paper consists of the following parts:

- section 2, simulation-system overview,

- section 3, geometry definition, block decomposition, and grid generation,

- section 4, flow calculation,
- section 5, visualization and post-processing,
- section 6, conclusions

Results of testing the system with test cases are presented in section 31lhrough 6.

m| Imlm m Hmmm ~ m mmm m mP
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The development of the computer program system was 'unded by NLR (The Netherlands), Aeritalia'iVTtNapls

Italy Juo ,' Netherlands Agency for Aerospace Program iVE.

2. FLOW-SINULATION SYSTEM OVERVIEW

An overview of the structure of the multiblock Euler-flow simulation system is presented in this section.

Mathematically, a flow simulation boils down 'o solving numerically an initial-boundary-value problem for

the Euler conservation equations on a flow domain bounded by the aircraft surfaces.Initial and boundary con

ditions are numerically specified to obtain a well-posed problem.

The simulation may then be considered to consists ,, the execution of the three mathematical tasks of g.

2.1:

- construction of a computational grid in the flow domain,

- discretisation of the conservation equations and of the initial and boundary conditions and

- numerical solution of the resulting discrete equation system.

The mathematical model of the flow simulation is mapped into a flow simulation system like that of fig.2.2

Such a system is a collection of computer codes, data interfaces and procedres, that is operational yn a

computer network.

The n-ajor function of' the system is to produce, for a given aircraft configuration, results of flo- s1

mulations of sufficient accuracy in acceptable turn-around times. However, in inverse deoign calculations.

parts of the aircraft geometry have to be computed as a function of e.g. a given pressure distribut oc. in

such a case, the shape of domain is not completely known.

At NLR the Euler-flow-solver system vs operational in batch on the front-end computer Cy 1I0-855 an) on tl

.E2 SX-2 supercomputer. The NEC SX-2 vector sopercomputer has a control processor ani an -c:

.,rocessor, 18 Mwords central memory (64-bit), and 9k Mwords extended memory (operating like a solid-stato

disk. At AIT/GVT oNaples), the system is operational in batch on the Cy 180-860 n site, and _ri the FiBA

X-MPh/48-SD supercomputer of CIIECA (Italy) as remote connection. This RAh installation has 4 -.-. or- -

censors, 8 lwords central meory and 32 Mwords solid-state disk memory.

Sell-designed vector programs coded in portable ANSI-Fortran/77 were measured to have average c-J c

400 Mflops on the NEC SX-2, and 50-100 Mflops on the CRAY with a single processor.

The block decomposition occurs at present with a commerciall; available software package PATRAN!. i-ls

package is operated interactively from terminals on the fron-end computers via low-speed networks :-4r

<bits). The grid-generator code is currently run interactively from terminals on lront-end c rputes Cc:

ohm grid-design work (mesh-size tunrng , and in batch on front-end or supercomputers if the mesh-sico

ning is known. Both the block-decomposition and the grid-generation task will cndergo in This year a earl

upgrade. It will become possible to run these codes interactively via a medium-speed nelwork 2.1-i its.

The flow visualizer is used for the graphical inspection on terminals of flow- and grod-calolaton cess-itn

Auxiliary functions are production of tables and files for further post-processing. The flow vsualnzer os

being upgraded to be operated from workstations. These worwstations ar connected to the maini'ame ,cmpu-

tern via a medium- and high-speed networks.

3. GRID GENERATION

It is now generally recognized that the difficulties in the generatioo of grid around cooplex geometries

have limited the flow simulation for practical configuration Most of the production codes now widely if

use in industry are based on simple g-.id-cne-t:-t procedures that have proven valuable in producing high-

quality grids for a restricted range of problems wing, wing-body). The fcnda.ental problem connected wit:

the grid generation for general configuration , as reported by Weatherill (ef. I), is that each :.ponent

in the configuration has its own natural topology, and usually these topologies are incompatible with eac

other.

3.1 NULTIBLOCK APPROACH, DESIGN PRINCIPLES

To connect different topologies Atta and Vadyak (Bef. 3) generate ndepende,'y the grid for each component

no attempt being made to ensure continuity, so producing overlapped regions and requiring an interpolation

procedure to transfer the flow variables. More recently Jameson and Baker (Ref. 4) tried to eliminate the

limitation of hexahedronal cell shape leading to a grid without inherent structure (unstructured.

Although a structured grid seems to be a natural choice to perform flow calculationsabout simple geometrie

it can be a restriction for- grid generation around practical configurations, so that the unstructured ap-

proach could be attractive. Extensive research is still required in both the areas of grid generation and

flow solvers iowever.The multiblock approach, adopted herein, consists W a preliminary topvlogical subdi

vision of the complece flow domain into a limited number of large hexahedronal elements called blocks (Ref.

5). The collection of blocks fills the space without gap or overlap so that a face can be shared by diffe-

rent blocks. The behavior of the grid lines at block interfaces is an important characteristic that diffe-

rentiates the methods falling in thin class. These methods are attractive on account of several reasons

that are interesting to examine. First of all it is possible to produce inside each block a smooth grid

using one of the currently available techniques (elliptic, parabolic, algebraic).- ,consequence it is pos

sible to solve the flow equations using well known algorithms developed for single-block grids.

Block decomposition will also facilitate the use of different flow models in different blocks and the same

applies for different mesh refinement strategies. It is also quite evident that no-overlapping is a consi-

stent advantage for commu cation between differet blocks. In fact only boundary conditions for 211 data

strcture are required. th - simplif-, he logic and gives possibilities of efficient calculation too.
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Topology subdivision -

The subdivision of the physical domain into a number of subdomains (blocks) is a process depending on its
topologcal and geometrical properties. Basically each block is an hexahedr nal volume (fig. 3.1) to be
defined topologically by means of the specification oi the vertex-edge-face connectivity and geometrically

using a set of parametric relations for edge faces and with vert.. coordinates. Several kindof degene-

racies are allowed to make the procedure more flexible (fig. 3.2), but a one-to.one face coupling is assu-
med. The last assumption simplifies the programming logic an the mathematical model of coupling boundary
conditions both for the grid gener.tor and the flow solver and reduces the risk of problems in stability
and convergence at a cost of an increase in the number- of blocks required.

Grid generation -

it is clear from literature that the elliptic and algebraic techniques are efficient and conceptually at-

tractive. A simple algebraic technique has been adopted herein to generate an initial grid distribution
used as starting solution for a relaxation algo',thm that solves an elliptic problem. The elliptic grid-ge
nerator contains a mesh control capability so that it can perform a fine tune on the grid inside each
block. At block interfaces continuity in the grid lines is assured but no condition is imposed on the li-
ne slope. The elliptic equations are

2 2 2(a i  IIPEII P ) a (a 2  IIPIlIP. )n + (a3 IIPIIPC ) = 0 3.1
1 2C C C 2 1 en (.3 C C C

P = [x, y, I; P [x . y z ]T 3.2

wits W Wj( C n, C ) positive weight functions that provide the direct control on cells size and smooth-

ness. A surface grid points distribution on the block faces provides a Dirichlet BC for -,s- P,..

The surface grid on each face is produced as solution of two coupled equations that can be written down,
for two generic parametric directions, without loss of generality, as follows:

)T
(p T [(w P ) a + (a3 PC) C= 0 3.3a

(p t)T [(. P ) n + (a3 PC),]= 0 3.3b

where:
-1

p.= P liP ;I P = aP (st)/ as 3.4a

Pt = Pt lPt[ l Pt = IP (s,t)/ at 3.4b

with (s, t) curvilinear parametric coordinates. Dirichlet BCs are provided by a grid points distribution on

the edges of the face. The grid distribution on each edge is produced as solution of a one-dimensional OE

of the form:

(p)T (W P€)€ = 0 3.5a
u 3 C

-l
= P liP ul ; P aP(ul/3uu u 3.5b

with u a curvilinear parametric coordinate.

Mesh size control

Mesh size control is provided in the PDEs (3.1), (3.3), (3.5, b, means of the weight functionskWi . These
weight functions are user-defined, positive a ,--1h in the computational domain (E .4.r ). A tricubic Her-

mite operator is used to model the functions starting from a number of vertex-valuesc.s,'ficients. Given
these weight functions a grid is completely defined as solution of the above PDEs. 'urther, the grid qua

lity can be sufficiently controlled. No control of grid skewness and cell-volume variation is applied, to

avoid over-specification.

3.2 GRID-GENERATION PROCEDURE

Euler solvers can be used to produce reliable aerodynamic prediction, but unfortunately the large scale in

dustrial applications of these technologies could be strongly affected by high turn-around time and man-
power required for each single calculation. To alleviate this problem the grid generation process has been

designed to make extensive use of interactive graphic and supercomputer facilities. For the same reason it

is also useful to reach a complete integration between different software modules with the available
graphic packages used to perform special functions. To analyze the mesh generation procedure first we obser

ve that it can be broken down into a number of steps:

1) topological block decomposition

2) geometrical block decomposition
3) grid initialization
4) weight-function definition

5) tuning of a number of coarse grids,
6) tuning of the fine grid

Topological block decomposition (step 1) may be viewed as decomposing a particular solid, the finite flow

domain, into smaller solids by inserting new faces, edges and vertices in the starting solid. A graphic pa-



P1-4

ckage (PATRAN) has proven useful in performing this operation being able to handle topological information

as lists Of identifiers and connectivity properties (fig. 3.3). Interface codes are used to easily oansfer

the information between the package and the grid-generator. Geometrical block decomposition (step ;!)in pra

otice consists ot the construction of the geometrical model for the configuration.This problem is we'll known

for OFD applications, but additional requirements are necessary for multiblock solutions. For instance to-

pological elements (edges, faces) that are in the flow field need to be defined too. Further, the points di

stribution generated from the analitical model should met more severe restrictions in order to assure an

accurate geometry description inside the codes. Several packages are today available for surface modelling

(CATIA, CV, AEROLIS) and in principle each one can be used provided that an efficient and general interfa-

ce could be constructed. It is also useful to stress the strong connection between topological and geome-

trical decomposition and the heavy impact they have on the grid quality. A bad decomposition will have se

vere effects on the grid that cannot be repaired by the mesh control in the grid-generator but will force

the user to redesign the block decomposition.
The weight functions definition (step 4) requires an iterative process, with the man inside the loop, in-

volving also grid initialization (step 3) and elliptic PEs solutions on coarse grids (step 5). The weight

functioi, coefficients are modified semi-interactively until the grid is satisfactory. The coefficients are

modified following some general criteria, for instance a reduction in the weight vertex value cau

sea a local increase of grid points density,
The tuning of the final grid is carried out via a single batch-run using the weights coefficients defined

previously on coarse grids.

A fast and reliable grid inspection has been obtained by means of a graphic post-processing designed for

the general purpose of flow data visualization and analysis.

3.3 ACHIEVEMENTS AND FUTURE IMPROVEMENTS

In principle the grid generation method described here is capable to handle every complex practical confi-

guration. Further the ,ohilar orpanization of the software has been built to reach a full integration wi-

thin a pre-existing rAD,'CAS eiocrment in order to redue the time scale for a single calculation. The

ideal situation should be that the required time for u complete grid-generation and successive flow anal

sis be well inside a typical aircraft design cycle with ifforiable manpower investement. On the basis of

our current experience it seems that the basic design principles are valid. The system developed will be

really able to satisfy the demand for a rout-ne tuler codes application in an industrial environmentbt

still some work must be done to optimize and impr-ve it.

3.4 EXAMPLES

A collection of examples of grid.generated wi i the present method is examinated below.

MACA 0012 in a wind tunnel

To simulate a two-dimensional flow field around an airfoil a finite wing mounted ul-to-wall into a wind

tunnel has been used. A subdivision based on 6 blocks has been adopted driving an 0-type grid topology. An

enlarged window of' the grid (figg. 3.4-5) allows to see the effect of the mesh refinement close to the air

foil and the skewness of the grid lines at blocks interfaces.
A H-type g:id has been produced by simple changing the block subdivision 'figg. 3.6-7).

Nacelle-propeller SN-2

Some test runs ha. been - on a nacelle-propeller configuration to analyse stability behaviour of

the propeller boundary conditions. A grid has been produced around this 3D configuration using a subdivi-

sion in 14 blocks. Fig. 3.8 shows the far field region of this grid while in fig. 3.9 there ts an enlarged

view.

Wing-grop-nacelle

From ij actical point of view an interesting problem is the treatment of a wing mounted nacelle including

the aerodynamic interference of propeller slipstream:,. The geometry and the topology of this kind of confi-

gurations are very complex and could be considered a jalid test for a grid-generator. For these reasons the

configuration of (Ref. 1) was selected. The availability of a large amount of experimental data was also

considered useful for the aerodynamic validation of the codes. The subdivision has been performed using 96

blocks for the complete domain (48 for half domain), while the total number of cells used is 8000CO (1.1

million of grid points). A number of pictures of the grid can be found in figg. 3.10 trough 3.15. Note the

H-type structure of mesh at wing-intersection, where it should be also noted that the geometry an been mo

deiled slightly differently fro that in (Ref. 1).

4. FLOW CALCULATIONS

For solving the Euler equations on a multiblock structured domain an explicit finite volume approach with

central space discretization and explicit adaptive viscosity has been used. The basic algorithm is widely

described in literature and has been tested successfully on variour configurations (Ref. 8)
The conservative Euler equations in differential form are

-- 2 3 0 4.1

at ax ay az

T
W = [ p, u, v. o. off)
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T 2
F [ Pu, Pu + P. Pv" Pwu, PHU1

T' 2
F = ov. puv. ov + p, wv, pHvJ~2

T 2
F = Pw, Puw, Dv., 95 + p, pHwI 3

where W is the independent variable vector (density, components of mass flux in the three cartes-.n ires-

tions, total energy for unit volume) a,d F ,F2 ,F3  are the corresponding flux vectors.
Equations (4.1) can be discretized in space by writing the integral balarce equations for each grid ceil

(i,j,k) with volume hijk

d. V )Q -n =0 4.2
dt(h ijk Wijk Qijk 13ijk

where Qiokrepresents the net flux out of the cell which is balanced by the rate of hangc of W in th cell
volume, and Dik is the artificial dissipative divergence added to avoid the well-known odd-even decoupling
of the solution and to provide good shock capturing without overshoots. QiikiS computec by evaluating the
flux values at face centers using arithmetic averages of flow variables at cell centres.

Specifying u. E,nc the three curvilinear coordinate directions and , V A respectivel: the ftr-
ward and backward difference operators, the art ficial dissipative term is:

Dij k = (DC D,+ D ) Wii k  4.3a

where :

D W (D
2 )  

D 
(4 )  

W4.3
C uk E C ijk

and :

D (2) W Y (2)

E ik E i. 1/2 jk Ci+ 1/2 k t ijk 4.3c

D(4)
W  

V (4) ) A W

C ijk C iv 1/2 jk ci+ 1/2 3k C C C ijk

The operators D, and D. are defined in a similar manner. Particular care has teen taken in thw defin-
ti, of the scaling factors A of artificial terms in the cordinate directions.

In she basic formulation of Jameson the scaling factors were defined with an isotropic behaviour,
which means independent scaling from the curvilinear direction. Using liniear Von Neumann stability analy-

sis we found that the stability domain, the highest frequencies error damping and accuracy are improved by
using scaling factors according to the physical wave speed. An e:timate of the wave speed comlonents iF oh
tained by computing the spectral radii of the three Jacobian matrices F I/

3
W, 

3
F 2aw, 3F 3/3W

C= 9,! + c Is( I q velocity vector

(n) (n)
=.s. - c s I cc speed of sound 4.4

X= ."C + c I(c) I(C): cell-area vector

which are aso the scaling factors used in our formulation.

At boundaries dissipative boundary conditions for viscous operators are applied. Specifying t. index 0
the layer of halo cells just outside the boundary face,

W ljk - 2WOjk - W13k = 0 ; Ak W1/23k = WIjk - W0jk  4.5

gives Dirichlet BCs for the 4th-order operator and Neumann BCs for the 2nd-order one.

A key role in multiblock approach for complex configurations is played by boundary conditions at

the internal block faces. The Euler evuations are time-integrated in each block, while the exchange of in-
iormations am,,ng them is assured by means of boundary conditions at ohe internal 0h)'k interfaces.

This condition specifies the unknows w in the layer of halo grid p-nts outside the boundar of a block.

In the Yaler solver, only 0-continuity of grid lines across internal block-face boundaries is requiredlar
ge discontinuities of slopes are accepted. A gener- coupling procedure is applied for preserving accuracy

and conservation it internal faces. Condition for conservative coupling of blocks is (fig. 4.1):

1W=1/2 (Wi a e% )I = 1/2 (Vi + ex) 2  4.6a

while an auxiliary relation for determining the halo cells variables can be:

1/2 (exl + Wex2 ) = 1/2 ( il WJ2) + eW XVW 4.6b

so only an evaluationol eyr,dient vector t ,tioiternal face is required. This formulation gives satisfactory
results for high skewness and high stretching between cells at both sides of the face.



The propeller is modelled as an actuator disk across which the flow undergoes discontinuous changes that re
present the effect of the propeller on the flow through the disk. The mass flux is continuos across it, but

the three momentum fluxes and the energy flux have in general discontinuity jumps across the disk.

The discontinuities are usually defined by specifying jumps over the disk in other variables. Two actuator-

disk models are applied.

a) In the first model the jumps are defined by prescribing the distributions of local ' coefficient
dCp(r) and local thrust coefficient dCt(r) as a function of the dimensionless radius r of the

disk.

b) In the second model, the jumps are defined by prescribing the distributions of the total pressure

(r) and of the swirl unit vector d(r) at the downstream sidedtiv dssk.

The time iteration procedurexilueopeller disk is made according to characteristic theory. When the flow is

locally subsonic four variables are extrapolated at disk from the upstream values and one BC relation is

applied (mass conservation), downstream of the disk four BC relations are applied and one extrapolation is

made from downstream state,
When an exhaust jet is present in the Euler flow calculation, boundary conditions must be specified over an

outlet surface where the exhaust jet enters the flow domain. Total pressure, total temperature and swirl

of flow are assumed to be given as a function of the position in the outlet surface. Furthermore, the abso-

lute value of velocity is extrapolated from the flow field.

in the current flow solver,degenerated block faces are allowed (fig. 3.2). To avoid naccuracies because of
the large different scales of grid cell edges, a special treatment for cells at degenerated block faces has

oeen introduced. For instance, when a block face is degenerated into an edge, no coupling with other blocks

is required because fluxes r!nb nock face are zero. A flow state is computed in the domain represented in
fig. 4.2 n. the dotted lines, imposing in it the conservation of flow variables. The net fluxes, both phy

sical and artificial, can be easily computed by summation of fluxes at cells that build up the domain.

In the halo and first inner layer, the state is assumed constant and equal to that one defined above.

In the case of far field boundary conditions the flow state is computed according to characteristic theory

using the Riemann variables while for a solid wall linear extrapolation of pressure is applied.
The set of ordinary differential equation systems is solved by using a standard four stage multistepping

scheme. In order to improve stability and convergence speed enthalpy damping and residual averaging techni-

ques are used.
Useful informations about accuracy and stability of the numerical algor thm are given by i study of the

linear 2D model equation n o cartesian grid:

(4)
ut  e•u + D 0 4.7

where c is the characteristic wave speed and d4 the 4th-order dissioctive term (4.3). It is interesting to

perform a Fourier analysis (Ref. 9) of the behaviour of the error amplification factor module of the scheme

in the plane of phase angles. It is then possible to observe how some grid properties modify the error dam-

ping in the numerical scheme. In fig. 4.4 the effects of aspect ratic of grid cells are illustrated for

Ax/ty=1 and for Ax/ A y=100. In fig. 4.4.a and b the characteristic speed is inclined at 45'
with respect to the x direction while in fig. 4.4.c it is aligned with it.

The first tescsof the multiblock Euler code were made on the six blocks grid around NACA 0012 airfoil alrea
dy described. The fig. 4.4 shows convergence history and pressure coefficient on the airfoil and in the

flow field for a transonic case.The last example of flow calculations shooed here are around the NASA-Lan-

gley propeller-wing-nacelle configuration of fig.3.10-15. The fig. 4.5 rep-sents the convergence histories

for a proell.- off/on case (M = 0.70, *5 -1.3) -i two grid levels.

The incidence has bepn slightly charged to compare data at the same lift coefficient o .he windtunnel expe-

riment at 0Y. Mach number distributions are shown in fig. 4.6-8 w:hle in fig. 4.9-10orvumrison with experi-

mental data , plotted.
The flow calculations are correct and convergmersacceptable. The effect of enthalpy damping is still under

investigation.

5. VISUALIZATION

The calculation of 3D flows on blocked grids produces results with a simple regular data structure. The in

spection of these results can only be done efficiently by means of graphical tools.

The visualization task is divided into two major subtasks.

- Selection task (code ESELB). This offers the possibility to reduce the amoont of data to be sent over

(file) transfer networks by selecting those parts of grid-generator data and, optionally, the flow-

solver data needed for visualization. In general the code ESELB rune on the same computer as the grid

-generator and the flow-solver codes.

- Visualization task (code VISU3D). This task uses selected data and produces plots of them. In gene-

ral, the VISU3D code runs on a workstation or on a mainframe/terminal combination.

The interface between the selection and the visualization code is assured with a standard file containing

visualization data, VISDAT.

This file contains all data nee,o.i for tl.e visualization and can be sent in short transfer times over tran-

sfer networks.
The standard VISDAT file plays a key role in the vis',alization. It allows any grid generator and any flow

solver to be interfaced with the visua)' ti.'n codes, via a selection code. The general structure of the
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file is as follows:

- each file consists of a number of pictures
- each picture contains identification data, optionally a structure, and an object in 3D space (pos-

sibly moving in time)
- each object consists of a number parts
- each part is a geometrical entity, given by an array of points in 3D space, like a (part of a)

block (volume in 3D), a surface segment in 3D, or a line segment in 3D.

At each point of an object, the coriinate!, (xsy,z) are given and, optionally, the value of a number of se

lected variables, like pressure coefficient, Mach number, entropy, etc. For a steady object, the varia-

bles can be time-varying, but object and variables can be both time-varying.

Each structure is a tree with nodes. With these nodes, the parts of an object can be arranged in a hierar

chical organization. This structure is available to express a user view to how object parts are grouped in

to objects. Moreover the nodes can contains a 42. transformation matrix, that can be used to specify one or

more symmetries in the object. This option simplifies the manipulation of object parts, and allows the re-

duction of the amount of data when symmetries are present.

Examplesof plots produced -ith ESELB/VISU3D codes are given in section 3 and 4.

To compare computed results with windtunnel measurement data, an interface with the EDIPAS software packa-

ge (Ref. 7) is available.
LDIPAS is a system for the processing and analysis of engineering data, based upon a data base management

system. It is well-suited for the storage and maintenance of data from different sources, and has a power-

full selection mechanism. For the results see section 4.

A recent development is the implementation of parts of the VISU3D visualization concepts on graphic work-

stations Cy 910 (Iris 3000). Up till now, an animation module has been designed. It is used to visualize

the convergence of Euler-flow calcualtions as a function of the iteration-step number of the numerical ti-

me integration scheme.

6. CONCLUSION

A new computer program system for the calculation of three-dimensional Euler flows around complex aerodyna

mic configurations was tested with among others csceller-wing-nacelle configuration. The test results are

already quite acceptable, but it is desirable that for such complex flows, t - -7curacy of the computatio-

nal results is further analysed.

An overview of the system is presented in section 2. It consists igrid generator for blocked grids, an

Euler-flow simulator, and a graphical visualizer.
The system is operational on various computer networks, and in both industrial and in research environments.

The design pri,lciples for the construction of blocked grids are presented in section 3. Mesh-size tuning is

done with a new elliptic procedure, with user-defined weight functions for mesh-size control. Grid lines

are over block faces continuous, but in general slope discontinrs. Examples of blocked grids are illustra-

ted.
The central difference scheme with explicit artificial viscosity for the Euler flow simulator is sketched

in section 4. Iteration to a steady state is done with a 4-stage Runge-Kutta time integration scheme with

local time stepping, residual averagingand enthalpy damping. A conservative coupling of blocks with slope-

discontirous grid line is presented. Test calculations were converging and qualitatively correct, but the

accuracy of the results should be analyzed further for complex flows.

The grids and flow data are visualized with a VISU3D code. A standard file, containing objects to be visua

lized, is used to couple this code with flow simulators, grid generators, and other codes.

At present, the computer program system is already a powerfull means for the aerodyn mic analysis and de-

sign of many standard two and three-dimensional aerodynamic configurations. It is expected that it will ra

pidly grow out to a useful numerical simulation and design system for very complex configurations and flows.
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INVESTIGATION OF THE SURFACE FLOW ON CONICAL BODIES
AT HIGH SUBSONIC AND SUPERSONIC SPEEDS

W.J. Bannink, E.M. Houtman and S.P. Ottochian
Faculty of Aerospace Engineering. Delft University of

Technology. Kluyverweg 1. 2629 MS Delft, The Netherlands

SUMMARY
Turbulent boundary layer calculationd have been performed of the flow on the leeward side of two conical
bodies at moderate to high angles of attack. A sharp-edged planar 65" sweep delta wing at high subsonic
speeds up to M.=O.85 and angles of attack up to 15

° 
and a 7.5' semi-apex angle circular cone at M.=2.95

at 14" angle of attack are used. The boundary layer method, based on a finite difference predictor-
corrector algorithm, assumes a conical external flow and applies a local (Blasius) similarity concept in
radial direction from the apex. The solution marches in cross-direction from the reattachment line toward
the location of separation and to the symmetry line on the body. In order to check whether the method
produced correct results with respect to the location of separation and the surface flow inclination,
experimental pressure distributions are used to generate the inviscid solutions at the edge of the
boundary layer. The predicted surface flow on both bodies are in close agreement with the experimental
results. In particular the location of the separation lines were very close to those observed in oil flow
patterns. That the approximate flow model (conical) produces such good results in the case of the delta
wing is due to the relatively large spanwise pressure gradients compared to the chordwise gradients.

NOTATION
E ratio of total enthalpy, Eq. (18) Y ratio of specific heats
F,G velocity ratios, Eq. (15) 6 boundary layer thickness
H total enthalpy, Eq. (5) Cm ,m ,cm eddy viscosity coefficients,

o Eqs. (8a), (9), (10)
M Mach number CH  eddy conductivity coefficient, Eq. (8b)

Pr Prandtl number, Eq. (4) n transformed z-coordinate, Eq. (13)
Prt  'turbulent' Prandtl number, Eq. (8b) 0c  cone semi-apex angle

R gasconstant p dynamic viscosity coefficient, kg/ms
Rer  Reynolds number. Eq. (23) v kinematic viscosity coefficient, me/s

T temperature p density
U free stream velocity a = ppu, Eq. (23)

Cfr.Cf skin-friction coefficients. Egs. (21),(22) T shear stress

Cp surface pressure coefficient it turbulent shear stress

C rootchord of delta wing , V stream functions, Eq. (14)

p pressure 1 angle of velocity vector on surface
z-const., Eq. (30)

q =(U1' ) Eq. (30) circumferential angle on cone surface.
Fig. 1

r.Gz cylindrical coordinates, Fig. 1 Subscripts
uv,w velocity components in r,8.z directions, e edge of boundary layer

respectively, Fig. I
uref reference velocity. Eq. (14b) t tangential

xy.z' cartesian coordinates, Fig. i w wall
a angle of attack free stream conditions

1. INTRODUCTION
The interest in the flow around conical bodies such as delta wings and cones at high angles of attach is
considerably increased in the last few years. The reason may not only be found in the aerodynamics of
fast manoeuvrable aircraft or missiles, but a large portion of the growing interest can be attributed to
the capability to compute complex flow fields. However, even if one confines oneself to simple geometries
like a planar triangular wing with sharp leading edges or a circular cone it is a rather difficult task
to obtain realistic computational results for such bodies at high angles of attack. This holds in par-
ticular for high speed free stream conditions. An important role plays the viscosity in all speed
regimes, as may be illustrated by a comparison of experiments with the results of many computations using
the Euler equations. An extensive compilation of this may be found in the recently published proceedings
of the International Vortex Flow Experiment on Euler Code Validation, Ref. 1.

For a clear understanding of the flow around bodies at high angles of attack, understanding of the
flow separation process is a prerequisite. The rolling up of free shear layers, whether they emanate from
the leading edge of a wing or from a smooth surface like a cone, has a major effect on the entire 3D flow
field and consequently on the aerodynamic characteristics of the wing or body. The primary vortices from
sharp leading edges of a delta wing may be captured by an Euler code. This is not so for the vortices
shed off from a smooth surface. The latter are of an entirely viscous nature, since they are generated at
those locations where the boundary layer no longer can sustain an adverse pressure gradient and will
separate. Of course the status of the boundary layer is important: a turbulent boundary layer will be
attached over a longer distance than a laminar one.

The present paper presents the computation of the location of separation on a sharp-edged planar
delta wing at high subsonic speeds and that on a circular cone in supersonic flow. The computations were
made using a quasi 3D boundary layer method, developed by the second author in Ref. 2, which is based on
the assumption of conical inviscid external flow. This assumption is valid for the supersonic problem but
needs justification for the high subsonic delta wing problem. The latter will be discussed at the presen-
tation of results. Although the method has been developed for application with solutions of conical
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inviscid flow codes, we use here experimental pressure distributions to generate the conical inviscid

flow. The method may be seen as a modification and an extension of the methods described in Refs. 34.
Since pressure distributions beyond 30% wing or body length have been employed only turbulent boundary
layers are considered in the present paper. The experimental data with which the numerical results are
compared were obtained from measurements in the transonic-supersonic wind tunnel of the Delft University
of Technology. Faculty of Aerospace Engineering. One model was a 65

° 
swept planar delta wing tested at

free stream Mach numbers between 0.6 and 0.9 at angles of attack of 5'-22" (Ref. 5). Of this model
calculations were made for M_=0.6, 0.7 and 0.85 and for angles of attack of 5'. 10

° 
and 15'. The other

model was a circular cone of 7.5' semi-apex angle tested at M =2.95 at a=5°-22' (Ref. 6). Calculations

were made for a=14'.

2. GOVERNING EQUATIONS
The boundary layer equations for steady., compressible, laminar and turbulent flow will be described in an
orthogonal curvi-linear (r,,z) coordinate system, fit to a conical body, see Fig. 1. In this system . is
normal to the surface, r is measured along the body (and normal to z) and 0 is the angle on the conical
body between a generator and a fixed reference generator, for example in the symmetry plane (thus a is
the angle on the unwrapped surface). The velocity components u,v.w are in r,,z directions, respectively.
In this coordinate system the boundary layer equations may be written, according to ef. 7, as follows:
continuity

a (rpu

r Trou+ (Pv) - iz (rp) = 0 (1)

r-momentum

au . u N au mye Pave aUe Peve+

r r a9 PW az r Peue r . r 85 r 3z z - w

e-momentum

P v +v v v uv ave +eve aVe + + jv
ur r a-O 8- r eear r a9 r am a wv w3

energy

aH p( 2H + ( I - !- (1 '0a u+v;- Hjc4
u r r a r az "Pr r-Pw (4)

where H is the total enthalpy defined by

H P 2 u! +v+w (5)
r-p 2

As usual p and p are the static pressure and static density, respectively and p is the dynamic viscosity
coefficient. The subscript e denotes conditions at the edge of the boundary layer. The Prandtl number is
taken as a constant, Pr=0.71 and p will be determined according to Sutherland's law. Further we have the
Reynolds decomposition where the randomly changing flow variables are replaced by time averages plus

fluctuations about the average, e.g. p = pw + p'w
-

The boundary conditions for Eqs. (l)-(4) are

z: u~v8w=O;z = 0 (adiabatic wall) or 1i = Hw (r.O) (6)

z=6: u = ue (r.0); v = ve (r,9); H = He(r,9) (7)

where 6 is the boundary layer thickness and the subscript w denotes quantities taken at the wall (z=O).
For turbulent flows it is necessary to make closure assumptions for the Reynolds stresses. Here the two
layer eddy-viscosity concept of Cebeci (Her. 8), where the Reynolds stresses are related to the mean
velocity and total enthalpy profiles, is used

pu'w' = pse 5mz - pv'w' = pcm )8a)

-;7H= CaH P Cm !H (b

H 3z Prt a 
(8b)

cm is the eddy-viscosity coefficient, c H the eddy-conductivity coefficient and Prt is the 'turbulent'

C

Prandtl number, Prt = T. cm is defined in an inner region near the surface by

. [0.4 z (-eap (- l]' ((!U)' + (jv) 1/2

where
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A = 2 6  1 ww 11 w (L 1

In the outer region c. is defined by

C. = 0.0168 f(Ut - ut) dz (10)
0 0 e

where ut = (u..v.)
1/2

The influence between the two layers is established by continuity of the two eddy-viscosity relations.
According to Ref. 9 the turbulent Prandtl number is taken constant, Prt=0.90. In order to reduce the

number of dependent variables two streamfunctions are introduced, analogous to Ref. 6, such that
a T a~l

rpu = i , v = az (11)

Satisfying the continuity equation. Eq. (1). we obtain

r - - T- TO (12)

We also transform the z coordinate into a nondimensional quantity by

Ue 1/2 fZ d (13)

n
=
Pepe r o

Then, two nondimensional functions may be derived satisfying

ffr..n(z)) = epe'e rJ
11 2  

(r,.1) (14a)

g(rO.n(z)) = -- (peur
}

/2 *(r,8.z) (r)b)

Uref

where uref is a reference velocity that here is set equal to ve . Using Eqs. (1l)-(14) we may derive

e = u = UeF (15a)

v v M v eG (15b)

Eqs. (8) and (1l)-(15) may now be substituted into the boundary layer equations Eqs. (2)-(4) and the
boundary conditions Eqs. (6). (7). Before doing so we first make the assumption of a conical inviscid
external flow. In such a flow the flow quantities are independent of r. Then. the laminar boundary layer
equations allow similarity solutions along rays 0-constant. The similarity transformation is equivalent
to the Blasius transformation for a flat plate. Such a concept is not valid for a turbulent boundary
layer since the eddy-viscosity term is dependent on r. Here we adopt the idea of local similarity intro-
duced in Refas. 10. 11 which means that the eddy-viscosity term is assumed to be locally Independent of r,
while it is evaluated at its local r position. The validity of this assumption relies essentially on the
property that the flow quantities in the boundary layer vary sufficiently slow with r. As we will see in
the problems considered here the variation of flow quantities such as pressure and speed in spanwise
direction (-coordinate) is much larger than in stresawise direction (r-coordinate). Under the just
mentioned local similarity restriction a transformation of the boundary layer equations Eqs. (2)-(4) into
a parabolic system may be accomplished. The coordinate r serves as a parameter and e is the time-like
marching direction. Thus, for a conical inviscid external flow the equations become

e . F- G8FR (16)

a lb 1-G (Q0 . v.G -J 2(7u a ue a u aG
a a

Ir vn !jb E V _ v e Oa e
u e -  - u =- a.(18)

where

e vd
S do d g

-a e
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oe  PepeUe

E = H/He

b pl Pemb = fi Pc
Ppee 11-

H1 [ 1, !k du
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u de P u d9

{' | VI
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The boundary conditions are

no0: f=F=G; g"G=O; ! = 0 (adiabatic wall) or E = E (19)

fne: F=G=E=1 (20)

dv
Egs. (16)-(20) are solved starting at a reattachment line where V=Ve=O and e > G. The solution is

marched in 8-direction (locally streamwise) until separation is reached. In conical flow this means that
the skin-friction coefficient in 8-direction becomes zero. The skin-friction coefficient in r and 8-
directions are defined by

2c p ij w 2 u
e  [Ol/2 (p _ (21)

r 821w' - -R _ p_ L ~ So
P.r = PU_ Rer I

1 / 2 
IF)= 0,e P_ ',I an (1

2 ee A!p 52[i az
] 
w 2 UeVe (- 1 Gw(2

Cf
O 
8 PU' (Re.) 112 U.. ae 1/ 

P-o
. j

- 
an- p = (R l/ '} ow (22)

where

p.U=r

Re = and o=pu (23)

However, on the reattachment line G = E- is indeterminate and we have to taken the limit at this

v
e

position. It may be shown that G is finite at the reattachment line and that the starting solutions may
be obtained from Eqs. (16)-(18). They reduce to the ordinary differential equations

d ) Q d =0 (24)

d d dG L dV P P

d- (b -~J. Q !N.PG . u dv (GI - Pe) -e (25)Tn do do u dO P P

L d (b E) E Uea [ - Ff (26)
Pr do } dn H dP /le

3. INVISCID VELOCITY FROM EXPERIENTAL PRESSURE DISTRIBUTION
As boundary conditions for the boundary layer calculation method we need the velocity components u

e 
and

v
e . 

They can be obtained by an inviscid flow code or by a given pressure distribution. For a conical

external flow the velocity vector may be derived from a spanwise pressure distribution. On the body
srface (z-O. w=O) the inviscid conical equations may be written as

du - 0 (27)
dO

v 1 = 0 (28)

(2- -j 1 (u..v.-U' 0 (29)
T-ra nf .te v

If we transform the velocity components into
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u = q cos 9. v = q sin 9 (30)

where q is the speed of the inviscid surface flow and , the angle of the velocity vector with a conical
ray, we obtain from Eqs. (27) and (28) for isentropic flow

Y-l
2 - 1 (31)

U W- ., Y ) (1

and
p dP

* .j] tan, p. = 0 (32)

,(P-
1 1
/y [., + _ L 1 - (P-) Y1

p. - T-l P_

Eq. (32) can be solved numerically for a given spanwise pressure distribution and given starting values

of * and S. On a reattachment line this equation is inderminate. This problem may be dealt with by
dO

differentiation of Eq. (32). The result on the reattachment line is

4 d'p

d 1 1[ p. d9- 1/2
= - " Y-1 (33)

YI2PJl/T [% l P-
,P.'  7-1, P.%7 1

4. FINITE DIFFERENCE METHOD
The boundary layer equations Eqs. (16)-(18) with the boundary conditions Eqs. (19) and (20) are solved
using a marching procedure. Since we are dealing with parabolic equations an implicit scheme is preferred
because it is unconditionally stable. In a fully implicit scheme the nonlinear terms have to be
linearized with a Newton method; this implies an iteration procedure. In the present solution method an
alternative is applied by using a predictor-corrector linearization as proposed by Matsuno (Ref. 3) and
DeJarnette and Woodson (Ref. 4). Such a scheme is half-implicit, second-order accurate, unconditionally
stable (Ref. 3) and no iteration procedure is needed. To determine the initial profiles Eqs. (24)-(26)
are solved using finite differences in an iteration procedure at each grid point where successive
improvements to the previous solution are applied by a Newton linearization. For the solution of the
boundary layer equations. Eqs. (16)-(18), the following notations are used

Ui j = U(%i.n ) (34)

where

6 = e A8i ; i = 1.2 ...... IMAX-I (35a)

nj 1 = n e -An ; i = 1,2 ...... JMAX-l (35b)

The central difference operators are defined by

Ui,j-l Uij-1

n Uij = anj An J1 (36)

U. 1+- U i j
6n U i = 1 A (37)'i.j is.

6 0 ui . j - Ae i j 1 j38)

2 U i-U

6,(bi.j 5Ui.4) % - (b 1 ibibj. An b 1UJ ) (39)
jn JJ- 2 n2J_1

with bi jil= l (bi*J bij 1l).

For the predictor step the backward difference operator

Ui1, J - Ui j

V 0 1iA 2 (40)

2 1

is used.

The discretization of L--= F becomesan



_T.

4

P2-6

f i~ j .1 -f i j I (F i~ j -1  _ il j )
(5 f,j+i An 2

from which we may write

f i.j+l 
= 

fi. an (F + Fi..1 (41)

A similar expression holds for g, +l.

The predictor stage for Eqs. (16)-(18) becomes

6n(b. 6nF 1 (Qi~j * 7i g.I]J A, Fij 2(ij ,JV9Fi,1 , (R~ (42)

j ~ 4 2' u .s e 2., A s 2 ~ 1 )ie ji(3
V V

6 b 6 . + (Q.i [A. j ( gij, l ) Aa i- t.Ai l , Oi J- (R2)i~j  (43)

r iVe V6n~hi. ,j n,+. " C,.j" C--jij, gi. j~ A, E,,- , o./ O. . -6n(R )i.j (44)

The relation between f.g and F.G. respectively, is obtained from Eq. (41) and a similar one for g.
For the corrector-stage the equations are

6 +n ( e -- iO 1 6iF-i+i.J  [R i . j  (45)

2* 2 ue 2 2 2 ue 2 2 2 2

G +0 v v
b1 1, .1 +±) . 1G)A . 1 , 1 6 0 .. (R I .. (46)
6n~bii, 6n Uj 2* i~ljj4[ a~i j u. U.~ i . .11 1 a 2)-.

,56( 16fE 2 Ih(Q+, A +(- 1 %g 1 ] ARE 1 1G 1. 6 Ej 1 = _6n [3 )i 1 (47Pr n u2 1,- i* .j n i+la ue  2 2 2 2+3

Again f and g are related to F and G by equations of the type of Eq. (41).
The difference equations may be written in a block-tridiagonal matrix form having 5x5 matrices as
entries. The system is solved by the modified Davis algorithm (Ref. 12). The solution marches in 0-
direction until the skin-friction coefficient in that direction, cf (Eq. (22)). goes through zero when

the separation line is reached. The number of grid points across the boundary layer was 81 for the delta
wing and 101 for the cone. A variable grid was employed according to (Ref. 12)

.j JMAX 1) (48)
= I/ANoI

where
n =JAX o 6 (delta wing). 7 (cone); AN = 1/80 (delta wing), 1/100 (cone); AN0=0.1; K=1.5.

The number of gridpoints in 0-direction was 241 in the case of the delta wing and 151 for the cone. In
dv

the delta wing calculations also the meshwidth AS was varied in such a way that the product T, %e

dv
kept constant above a certain level of d e A maximum value of AS = 0.004 was maintained in regions of

dv
small W. For the cone a constant increment of AS = 0.00273 was used throughout the entire computational

domain.

5. EXPERIMENTS

The experimental results are obtained from two sets of experiments. One set (Ref. 5) were measurements on
a delta wing with a flat upper surface and sharp 65" swept leading edges; the root chord was 120 m. The
results discussed in the present paper cover free stream Mach numbers of 0.6, 0.7 and 0.85 and angles of
attack of 5. 10 and 15. In these cases oil flow patterns and leeward surface pressure distributions were
obtained. A spanwise row of pressure taps is located at 70% chord; also along the rootchord a row of taps
from 30%-90% is located. Beginning at a chordwise position of 65% several rows of a few (4 or 5) pressure
taps each were present (at 65, 75. 79. 83, 92% rootchord). These rows were applied in order to check the
amount of conicity of the flow and, at the higher Mach numbers and angles of attack, the existence and if
so the position of shock waves. The Reynolds number based on the root chord was 3-3.6 million, depending
on the Mach number. The other set of experimental results were obtained from early circular cone flow
teats (Ref. 6) made at a free stream Mach number of 2.95 at angles of attack between 5" and 22. The cone
had a semi-apes anile of 7.5' and a length of 150 mm. For the boundary layer computation we selected an
angle of attack a-14 , being a case where the flow was still 'smooth' that means no embedded shocks were
observed in the experiments and for which the oil flow pattern showed separation lines. The circumferen-
tial prssure distributions at 53% and 85% of the cone length served as input for the method. The static
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pressure distribution along a generator confirmed that the flow was very conical indeed. The Reynolds
number based on the cone length was 5.1 million.

6. DISCUSSION OF RESULTS
Since the boundary layer computational model is essentially of the weak interaction type the computations
can only be carried out up to separation. However, the method can sustain some steps downstream of it.
Only turbulent boundary layers are computed since the pressure distributions used are measured in the
Iurbulent region.

6.1. Delta wing results
The delta wing experiments showed that the pressure distribution along the rootchord is not conical. At
angles of attack of interest for the present paper an almost linear pressure increase was measured from

- = 0.30-0.90 (Ref. 5). The computed results, however, based mainly on the spanwise pressure distribu-
r
tion at 70% chord position, show an extremely good agreement with the experimental results, as will be
discussed furtheron. As has been pointed out in the foregoing the spanwise variations of the flow
quantities have a much larger influence on the separation phenomenon than the chordwise variation. Table
I gives an indication of the largest observed pressure gradients in x and y directions at a 15'.

......... ........ ......-- ------------------------------- -- -------------
m =0o.6 N. = 0.7

d- dC dC dC-- Cp __ __Cp
cr  Cr j dx dy p dx dy

m mm MM mm

0.65 0 -0.143 -0.183
)0.006 - 0.0o7 -

0.725 0 -0.087 -0.122
0.70 0.214 -1.327 -1.220

- ) 0.215 - 0.151
0.70 0.233 -0.827 -0.868

Table 1. Experimental pressure gradients at a=15
* 

(Ref. 5).

The largest deviations from conical flow were observed in the center part of the wing (y/yee 
<  

0.3).

In Fig. 2 a sketch is shown of the vortex system above the delta wing and of the surface streamlines. Two
main (primary) vortices are shed from the sharp leading edges. The flow reattaches on the wing surface at
the reattachment line Al. With increasing angle of attack this line moves towards the wing symmetry line
and they will eventually coincide. From the reattachment position towards the leading edge the surface
flow first accelerates and reaches a suction peak and then decelerates due to an adverse pressure
gradient. This unfavourable gradient may cause the surface flo% to separate at the secondary separation
line to form a secondary vortex in the field above the wing surface. The pressure distribution measured
in such a flow is shown in Fig. 3, where they have been b-splined for the sake of the calculations. Also
the inviscid velocity components derived from the pressure distribution using Eqs. (31)-(33) are
presented in Fig. 3. It appears that the C -distribution is very closely related to the distribution ofP
the velocity component normal to a conical ray (ve). The spanwise variation of u is almost negligible in

that respect. This relatively large distinction between the two velocity components has been observed in
all cases calculated, also for the supersonic cone flow. It confirmed the findings of Table I. In Fig. 4
the skin-friction coefficients defined by Eqs. (21) and (22) are shown. The coefficients are computed
starting on the reattachment line and/or the rootchord. The secondary separation is taken as the position
where Cf goes negative. On the separation line cf 0. As may be seen in Fig. 5 the 3D separation

e r
occurs at a location where the surface streamlines reveal a strong spanwise deflection. Qualitatively
speaking there is not much difference between the distributions of the skin-friction coefficients in
Figs. 4a and 4b, only the magnitude is different. Evidently this has to do with the analogy between the
pressure distributions in both cases. The calculated streamline patterns are presented in Fig. 5. The
theoretically ontained locations of the secondary separation are slightly inboard of the experimentally
observed lines. With respect to this particular item the overall results are very good indeed as shows
Table 2.

-------------------------.------------------

Second. Separ.
N a % semi-span Diff.

deg. exp. comp.

0.6 5 82.2 81.3 0.9
0.6 10 77.4 76.1 1.3
0.6 15 73.9 72.9 1.0
0.7 10 75.8 74.6 1.2
0.7 15 72.8 68.6 4.2
0.85 5 80.6 80.9 -0.7
0.85 10 73.2 70.5 3.2

Table 2. Location of secondary (turbulent) separation (Ref. 5).
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Apparently, at the higher Mach numbers in combination with the larger angles of attack the difference
between theoretical end experimental results increases, which is not unexpected considering the assump-
tions made in the flow model. For comparison the inviscid streamlines (at the edge of the boundary layer)
are shown. They have been calculated by the method discussed in section 3. In Figs. 6 the flow angle 9
with respect to a ray through the apex of the wing has been plotted versus the spanwise coordinate. Shown
are the distributions for the skin-friction lines (surface streamlines) and for the inviscid streamlines
(edge of the boundary layer). For comparison also the values of w obtained from oil flow pictures have

been plotted; the agreement with the numerical results Is very good. A photograph of the oil flow pattern
for M.-O.85. a-l0, one of the cases calculated, is given in Fig. 7. If Fig. 5b is compared with Fig. 7,

for example by superimposing them on each other, it would appear that the theoretical surface streamlines
in the overall picture agree very well with the experimental results. Finally in Fig. 8 the spanwise
development is sketched of the profile of the velocity component v normal to a conical ray. The computa-
tion could he continued just beyond separation so that a region of reverse flow appears.

6.2. Circular cone results
A phisical picture of the flow about a cone at high angles of attack is depicted in Fig. 9. In this
problem where there are no defined geometrical locations where the flow is likely to separate. the flow
separates from the smooth cone surface due to a high adverse pressure gradient. This behaviour might be
compared to the secondary separation on the delta wing.
The numerical results are shown in Figs. 10-13 and 15. Fig. 10, 11 and 13 should be interpreted looking
into the direction of the local surface flow, i.e. the circumferential angle * (the abcissae in these
figures) is measured from the windward symmetry generator, see Fig. 9. If the pressure distribution of
Fig. 10 is compared to that of the delta wing (Fig. 5) it is obvious that the gradients are much lower
and thus also the adverse pressure gradient causing separation. In observing the difference in gradient
we should however take into account that the difference between the highest and lowest pressure levels of
both cases is considerable as well. Fig. 11 shows that some influence of the lesser adverse pressuire
gradient is recognized in the decrease of the skin-friction coefficient prior to separation. As a matter
of fact the Reynolds number had a large influence on the computational results (as it should). For local
Reynolds numbers Rer above 5 million the skin-friction coefficient cf did not reach the zero level, but

only showed a positive minimum close to zero. A similar result was also obtained in Ref. 4 for an incom-
pressible flow on a delta wing. In Fig. 12 the surface stresmltLes are plotted together with the inviscid
ones obtained with the conical Euler equations. The figure shows the unwrapped cone surface cut at the
windward symmetry generator; this generator appears as the two side edges in the figure. As before, the
agreement with the experimental oil flow visualization results is nice as is demonstrated by the close-
ness of theoretical and experimental separation lines and also by comparing Fig. 12 as a whole with the
wind tunnel result shown in Fig. 4. An aspect of this comparison is illustrated in Fig. 13 where the
flow inclination angle 9 is shown as function of the circumferential angle s. Again three quantities are
considered: the computational value at the surface, the inviscid result at the edge of the boundary layer
and the experimental value obtained from the oil flow pattern. The experimentally determined quantity has
an uncertainty that is estimated to be f 3. It must be noted that no attempt has been made to compute
the surface flow at the leeward side in between the two separation lines (Fig. 12) where the secondary
separation takes place in the experiments. In conclusion in Fig. 15 some of the cross-flow velocity
profiles v are collected. Just as for the delta wing the computation is continued slightly beyond the
point where cf passes the zero value. The velocity profiles show a bulging shape (v > v.) inside the

boundary layer. This shape changes into more 'common' profiles as the separation line is approached.
Unfortunately no boundary layer profiles have been measured to check the theoretical behaviour.

6.3. Status of the boundary layer
As discussed previously the boundary layer was assumed to be turbulent at the chordwise positions where
the spanwise distributions were taken. Therefore all the calculations were carried out for a turbulent
boundary layer. This is certainly valid in the case of the cone flow where the Reynolds number is 5
million; however, the delta wing results need some explanation. In order to demonstrate the possibilities
of using a 'conical boundary layer' method in conjunction with realistic pressure distributions at a
single chordwise position where a turbulent boundary layer is plausible, only a few cases have been
considered in the present study. As long as no complicated flow phenomenae as embedded shocks, trailing
edge effects and tip effects, vortex bursting and the like are encountered, the method shows to give good
agreement with experimental surface flow. The examples used as computational models belonged to the
category where the above mentioned complications did not occur. The tests, however, were extended over a

wider range of free stream Mach numbers and angles of attack, see Ref. 5. In a number of combinations of
Mach number and angle of attack boundary layer transition could easily be established. Then the secondary
separation line showed a non-conical transition from its laminar location to a more out board one. The
transition started at x/Cr between 0.2-0.25, although it should be noted that it was not always as

concealed as in Fig. 7. Outside the transitional region the secondary separation line was in the laminar
as well as in the turbulent region straight to a very good approximation (Ref. 5). It will be evident
that the non-conical transitional region cannot be covered by the present method.

7. CONCLUSIONS
From the computational and experimental investigations on conical bodies, viz. a planar sharp-edged delta
wing at high subsonic speeds and a circular cone at supersonic speeds, at moderate to high angles of
attack the following conclusions may be drawn.
- Oil flow visualization studies have shown that the surface flow on the bodies may be considered as
conical (or nearly conical on the delta wing). For the delta wing certain reservations should be made.
The free stream Mach number and/or the angle of attack should be limited in the sense that embedded
shocks, upstream influence of trailing edge and wing tips, vortex breakdown must be absent. For both
bodies applies that the boundary layer transitional region should be excluded.

- In the case of the delta wing the experimental pressure distribution did not entirely satisfy the
requirement for conical flow. However, in the region of interest the spanwise pressure gradients were
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at least 20 times larger than those in chordwise direction. This is the main reason for a nearly
conical flow pattern.

- If the above mentioned reservations are met and if an accurate spanwise inviscid velocity distribution
is used as boundary condition (in the present case obtained from a measured pressure distribution) the
'conical boundary layer' method provides a good possibility to compute the surface flow and to predict
the separation lines on conical bodies.
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SUMMARY

This paper presents numerical solutions of the two-dimensional Navier-Stokes
equations using finite-difference approaches in which different numerical
schemes for the discretization of the convective terms are used. The errors
arrising in the solution of the recirculating flows are mainly attributed to the
convective discretization schemes and, hence, knowledge of different numerical
schemes is essential to accurately predict complex recirculating flows. To
assess the performance of prediction schemes, it is necessary to carry out
predictions in carefully selected laminar flows. For this reason the flows
examined in this paper are all in the laminar regime and emphasis is given to
the evaluation of various discretization schemes and comparisons of the
numerical solutions with laser-Doppler measurements.

INTRODUCTION

In recent years, large computers have become available that permit numerical
solutions of two-dimensional recirculating flows to be obtained. As the flow
geometry gets complex, even these large computers do not provide enough
computational speed or storage space to carry out the flow predictions with the
required accuracy. Numerical diffusion introduces errors into the prediction
which are mainly attributed to the convection discretization schemes employed in
the computations and once the assement of turbulence models in recirculating
flows is limited by the accuracy of the numerical treatment of the flow
equations. Therefore there is an extensive interest in information on the best
discretization scheme for particular class of flows. In the present study,
laminar recirculating flows were considered and different discretization schemes
were employed to carry out computations of laminar flows. The present report
provides a brief summary of the outcome of this investigation.
Numerical calculations have been performed with an intent to compare five finite
different schemes for convection discretization. These are as follows:

i) The Quadratic Upstream-Weighted Scheme (QUDS)
ii) The Hybrid Central/Upwind Scheme (CUDS)
iii) The Hybrid Power Law/Upwind Scheme (PLDS)
iv) The Hybrid Central/Skew Upwind (CSUDS)
v) The first order Upwind Scheme (UDS)

The test cases considered were the backward-facing step flow, the obstacle flow,
the unsteady flow of a sudden type expansion and unsteady flow around a square
obstacle. For all these flows, LDA- measurements were available and, hence,
computations could be directly compared with measurements to assess the
performance of the various discretization schemes.
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GOVERNING FLOW EQUATIONS, NUNERICAL SCHEMES AND SOLUTION PROCEDURE

Governing equations

The partial differential equations (PDE) governing the steady recirculating

flows presented in this study are the Navier-Stokes equations. Mass conservation
also holds and this can be formulated to yield the continuity equation. The
flows considered are two-dimensional and incompressible and, hence, the general
PDEs describing the flow field are:

Continuity equation:

aPU apv

- -=0 ()ax ay

Momentum equations:

apu aPuu a'vu
-- - + . -

at ax ay

ap a u a u
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These equations can be written in the form of a general transport equation, as
follows:

ao b apuo aov b
-+ - + -

at ax ay

(b --_ + -- ) S b (4)

where 0 denotes the U or V velocity components and So represents the pressure
gradient term in the x- and y-directions. The continuity equation results from
this general transport equation by setting b = I and S, = 0.

The transformation of the PDEs for the U- and V-momentum into the equivalent
finite difference equations (FDEs) can be obtained by using the finite volume
method. The application of the finite volume method requires discretizations of
the convective and diffusive fluxes at each control volume face. In the present
study, the diffusive fluxes were always approximated by central differences
known to be of third order accuracy.

Numerical schemes for discretization of convective terms

The approximation of the convective fluxes in the momentum equations at each
control volume face was performed with different numerical schemes. Five
numerical schemes were used:

o The upwind differencing scheme (UDS) is the simplest unconditional stable
scheme to approximate the convection terms. It, however, induces a truncation
error which is felt like a diffusive term in the equations. This can lead to low
accuracy in predicted solutions of flow fields. This discretization scheme
approximates the -control volume face value by the nodal value taken in the
upstream direction of the velocity.

o The hybrid central/upwind differencing scheme (CUDS), [11, is based on the
exact solution of the linear one-dimensional steady convection-diffusion

equation between any two neighbouring mesh nodes. The convective terms are
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approximated by central differences for Peclet numbers (Pe = o.tx.U/F), IPe<2.
For jPej>2, the convection terms are approximated by UDS.

o The hybrid power law/upwind differencing scheme (PLDS), 121, in comparison to
the above schemes, represents a better approximation of the exact solution of
the one-dimensional convection-diffusion equation. In this approximation, 'a
power law' is used for jPeI<10 and UDS for IPeI>10.

o The hybrid central/skew upwind differencing scheme (CSUDS), [3], strongly
reduces the problem caused by the flow direction to grid line skewness. For
Peclet number jPeI>2, this scheme tries to simulate a grid in which the

coordinate grid lines are aligned with the local flow direction. It takes
explicit account of the local flow angle by determining the velocity vector

tangential to the streamline at the control volume face. For jPe[<2, the scheme
uses central differences for the discretization of the convection terms in the
equations.

o The quadratic weighted upstream differencing scheme (QUDS), [4], is based on a
local quadratic interpolation at the -surface for estimating both the
convective and diffusive flux terms on each control volume face individually.
For non-uniform grid distributions the local quadratic interpolations were
derived taking into account the non-uniformity between mesh points.

Table I lists the discretization schemes considered and gives a brief summary of
each of them.

Solution procedure

All computations presented in this paper were performed with an appropriately
modified version of a computer code TEACH designed to solve two-dimensional
elliptic flow problems in terms of the primitive hydrodynamic variables U, V and
P. The code, in its original form, uses CUDS and is based on the so-called
SIMPLE solution algorithm for the solution of the final set of linear equations.
As a first step in solving a specified flow problem, the TEACH program computes
a preliminary velocity field by solving discretized versions of the momentum
equations employing a guessed pressure field. This field is then improved by
solving the pressure-correction equation which contains a dilatation term (i.e.
the local mass imbalance) as a source. In the present study, the system of
algebraic equations was always solved by the 'strongly implicit method' (see [51
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TABLE I - Numerical schemes used for convection discretisation.

and [61) instead of the tri-diagonal matrix algorithm. The reason for using th-

strongly implicit method was the faster convergence achieved by the strongl

implicit method for well-conditioned matrices, as in the case of the pressure

correction equation.

RESULTS AND COMPARISON

Steady State Flows

The geometrical configurations of the backward-facing step and flow over a fence

or an obstacle are shown in Figure 1.

Ej 10.2mmj H=I10

Figure I - Geometry for backward facing step flow over a fence.

For the backward facing step flow, a fully developed inlet profile at x/s = -2

was prescribed. At the exit plane, x/s = 44, a zero velocity gradient for U and
V was assumed. The definition of the Reynolds number, which was used in this

study, is based on the mean inlet velocity and hydraulic diameter of the inlet
channel. For comparison purposes, all the schemes were applied with the same
non-uniform grid comprisin 55 x 53 grid points. After the step, an expansion

ratio of 1.1 was used. For the same reasons the grid was kept unchanged for all

Reynolds number. Grid dependence studies showed that for Re < 420, relative
coarse grids with high expansion ratios were appropriate to predict the flow.

For Re > 420, multiple recirculations occur, and the UDS, CUDS and PLDS schemes

showed to require a much higher grid nodes than the presently used of 55 x 53 to

achieve grid independent flow predictions.
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Figures 2a), b) c) show the computed and measured locations of separation and
reattachment x x, x3 for 50 < Re < 1000. They also show calculations of other
authors 81 and [J, using much higher grid points. All the schemes predicted
correctly the appearance of the top recirculation region. The results obtained
with UDS for Re < 400 displayed a shorter reattachment x than the ones
predicted with the other schemes. This was due to the false diffusion introduced
by the first order Upwind discetization. For this range of Re, the CUDS and
PLDS schemes used central difierences in large regions of the computational
domain, and therefore they presented better results than the UDS. However, for
Re > 550 the UDS displayed higher values of xI than the CUDS and PLDS
schemes. For this range of Re,
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Figure 2 - Comparison of predicted and measured reattachment lengths for
backstep flow.

a large recirculation region on the top channel wall arose. In this
recirculation region, very low Peclet numbers (IPel < 2) were present. The false
diffusion induced by the UDS in the surrounding and inside the top recirculation

region yielded the destruction of this region. Thus the UDS predicts a much

shorter top bubble in both x and y co-ordinate directions than the CUDS and

PLDS. As a consequence, the main recirculation region predicted by the UDS was
larger than the one predicted by the CUDS and PLDS. The e-cellent performance of

QUDS is also demonstrated by the direct comparison of predicted and measured

velocity profiles shown in Figure 3a) and 3b) for Re = 389 and Re = 603. The
Hybrid Scheme CUDS is not capable of computing the flow with sufficient
accuracy.
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Figure 3 - Comparison of the U-velocity field predicted with the CUDS and QUDS
and measurements, a) Re = 389; b) Re = 603

As a final result for the backward-facing step flow the prediction of the
locations of the detachment and reatachment lines are shown in Figure 4. In the
Re-region of the flow where two-dimensionality could be maintained in the
experiments, good agreement between QUDS-predictions and experiments was

obtained.
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Figure 4 - Comparison of predicted and measured reattachment lengths using QUDS

scheme.
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The essential findings for the backward-facing step flow basically repeat
themselves for the laminar flow over a fence, see [10]. Again, the QUDS scheme
is able to capture the strong variation of the velocity profiles, as indicated
in Figure 5. Also the length of the separation region attached to the fence is
predicted reasonably well with the QUDS, see Figure 6. All the other schemes
perform poorly.

RH=110 20 -0-6 U(cmls) - - - - UDS(6Ox50) QUDS [60x50)

0 0

(raM) 8 - .%

7
6 I

4
3 I

1 I

-6,6 -5,3 0,0 1,2 2,0 4,0 5,0 60 88 X/S

Figure 5 - U-velocity profiles measured and calculated with the UDS and QUDS
schemes for flow over a fence Re = 110.
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Figure 6 - Comparison of reattachment lengths predicted and measured function
of Reynolds number.
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UNSTEADY FLOWS

Good performance of the QUDS encouraged the application or the extension of the
computer programme to unsteady flows using a fully implicit temporal
discretization. The predictions were carried out for a geometry indicated in
figure 7 which represents a sudden pipe expansion. The impulsively started flow
was obtained by the piston displacement in the larger tube. The grid expands
with piston displacement as proposed by [1ll. When the piston moves to the
right, fluid enters from the inlet tube into the cylinder and flow separation
occurs at the sudden expansion and this was measured and predicted, see [121,
113).

LI -L2(fPISTON

A B P

Figure 7 - Flow geometry of usteady flow in a pipe expansion.

The test case considered corresponds to a maximum piston velocity of 11.9 mm/s,
equivalent to a Reynolds number Re = 2 U R 2/ of 98, the initial clearance of
the piston, i.e. the distance between th plane x = 0 and the piston surface,
was 40 mm. Figure 8 shows a comparison of the predicted and measured velocity
components at a time t - 0.71 a. Note, that the scale for the U-velocity is four

XpfR=Z07. fz.71s

0 50 100 1501Mm Ii1]

-71 -534 -35 -1.78
n 1.0 1.9 2. 0 X

V
0 1Z5 2 37S(mm } I

R

n 5 I. 15 .

Figure 8 - Comparison of predicted and measured velocity profiles at t = 0.71
s, a) axial velocity; b) radial velocity.

times the one for the V-velocity. The agreement between the experimental axial
velocities and the predictions in the inlet tube (x < 0) is very good, see Fig.
8a. This is due to the relatively small time-steps used in the calculations
(0.005 a) leading to a high accuracy of the implicit temporal discretization,

I.
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but also, and more important, to the diminishing back-influence of the flow in
the larger tube at the piston position (L2 /R = 2.07) where the comparison is
made. At earlier times or smaller piston displacements L2, the flow in the

piston-tube exerted a noticeable influence on the velocity profile at the inlet
section x = 0, and then the agreement between experiments and predictions was
not as good as is shown in Fig. 8. In general it was found that the chosen inlet
profiles influenced the prediction in the piston-tube substantially. For
instance, in an earlier stage of the work, profiles corresponding to a fully
developed flow and a constant velocity are employed. In both cases serious
deviations from the experimental results were obtained. This sensitivity to the
inlet conditions should be felt in more complex, practical applications also
(e.g. the flow in reciprocating engines), and makes predictions for design
purposes extremely difficult.

All the predictions shown so far were obtained with the quadratic upstream
weighted discretization scheme above, the reason being the reduction of
numerical diffusion. To emphasize this property of the discretization method
comparative calculations were performed with the conventional hybrid-scheme.
Fig. 9 shows streamlines calculated with the two schemes and compares them to

UDS Predictions OUOsL Measurements

(N

Figure 9 - Comparison of predicted and measured streamline at t = 2.92 a, a)
hybrid-scheme; b) quadratic upstream scheme; c) rats.

the measured ones. For the low Reynolds numbers considered here, the oirrerences
are not too dramatic. It can be seen, however, that the secundary flow on the
cylinder wall is not resolved by the hybrid scheme. Also, inside the
recirculation region, where very small velocities occur, qualitative differences
between the two schemes arise. The only explanation for these discrepancies is
the presence of false diffusion due to the use of first-class order upwind
differencing in the hybrid-scheme. It causes a more pronounced spreading of the
inlet jet close to the piston surface. As a consequence, negative velocities
inside the vortex are smaller than predicted by quadratic upstream interpolation
or measured. These small differences are responsible for the absence of the
recirculation flow region on the cylinder wall.
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Similar good agreement between experimental and numerical studies using the
quadratic upstream scheme for convection discretization was obtained for the
unsteady flow around a square obstacle. Fiaure 10 shows a summary of the results

-2- a I : 5r i- 89'

Figure 10 - Comparison of calculated instantaneous streamlines and flow
visualisation results for Re = 500.
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Figure 11 - Comparison of calculated Strotihal number with experimental data.

computed and visualized near wake flow for Re = 500. Figure 11 shows the
comparisons of computed predominant frequency and experimental values in terms
of Strouhal number for two sets of data, see [14] and [151. The calculated
values of the Strouhal number for flow Reynolds number, Re = 250 and Re = 500,
display good agreement with the experiments.
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Figure 12 - Streakline plots of the flow around a square obstacle at t - 268 s
and t 280 s, Re = 250.
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Figure 12 shows streakline plots, and they were obtained by the introduction of
14 passive markers upstream of the square obstacle. They were injected at every
two time iterations. The massless particles provide an excellent means for
visualizing the motion of the large coherent structures and good comparison was
obtained with flow visualization.

Figure 13 shows a comparison between the results obtained with the quadratic
upstream and central/upwind schemes for convection discretization. The figure
clearly shows the effect of false diffusion induced by first order upwind. The
results were obtained after 2400 time steps and the particles were injected
every two time steps after 2000 iterations.

QUDS 'e "

a)

CUDS b

Figure 13 - Streakline plots of the flow around a square obstacle at t - 192 a,
a) quadratic upstream; b) central/upwind. Re=250

CONCLUSIONS

Calculations of the steady laminar backward facing step for 50 ( Re <1000 and
of the flow over a fence for different Reynolds numbers showed that the
quadratic upstream weighted scheme QUDS or the hybrid central/skew upwind scheme
CSUDS are more accurate than the standard upwind scheme or the schemes that
revert into it, i.e., the hybrid central/upwind or the hybrid power law/upwind
schemes.

For unsteady recirculating flow calculations the use of first order implicit
temporal discretization together with the third order accurate quadratic
upstream scheme for spatial aproximation showed to be a simple and accurate
solution algorithm for unsteady recirculating flows as long as very small time
steps are used to decrease errors induced by the first order temporal
discretization. The unsteady flow at a sudden pipe expansion driven by the
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impulsively start of a piston and the unsteady periodic flow around a square
cylinder were well predicted with the present method.

The comparison of the predicted results with the experimental data shows that in
general the quadratic upstream interpolation scheme yielded a much more reliable
simulation of the flow pattern than the hybrid scheme and it is sugg.ested to
employ this scheme for turbulent analogous flows.
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THE DESIGN OF THE GARTEUR LOW ASPECT-RATIO WING FOR USE IN THE VALIDATION OF
SHEAR LAYER AND OVERALL FLOW PREDICTION METHODS
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SUMMARY

A low aspect-ratio wing has been designed, for use in the critical analysis of computational methods
for three-dimensional shear layers, following the guidelines agreed by GARTEUR Action Group AD(AG07). The
aim of the paper is to give details of the design processes used and to indicate the flow conditions which
will be explored in the detailed shear-layer tests to be made in the NLR LST (3.0 x 2.25 m) and ONERA
(1.8 x 1.4 a) low-speed wind tunnels, as part of the GARTEUR programme. Calculations have been made,
using a selection of boundary layer methods which indicate that the design should provide very challenging
tests for methods. Pilot model tests, made at NLR, have suggested that the wing has been designed success-
fully and these have encouraged the Action Group to proceed with the main test programme.

NOTATION

c local streamwise chord
Cf skin friction coefficient based on local flow conditions
CL lift coefficient for streamwise section

C p surface pressure coefficient based on freestream conditions

H 51/011 , streamwise shape factor for boundary layer
Re Reynolds number based on geometric mean chord
u component of velocity within the boundary layer measured in the direction of local external

flow

x local streamwise distance
z distance normal to wing surface
a angle of incidence, measured with respect to local chord at n - 0
B (BETA) angle of twist within the boundary layer, ie angular change in flow direction between the

external streamline and the limiting streamline at the surface
5 boundary layer thickness

S

streamwise displacement thickness f p e - pu)d
z

u

n (ETA) spanwise distance as a fraction of local semi-span

1 1
(THETA) streamwise momentum thickness - - - Du(u e - u)dz

Pe e 0
1
TE angle of sweep of trailing edge

P density

Suffixes, etc

e value at the edge of boundary layer

location of section of maximum twist and camber.

1 INfRODUCTION

Progress in computational methods for the calculation of flows over aerofoils and wings has been
rapid during the last decade and in consequence the need for reliable experimental evidence, suitable for

the validation and improvement of methods, has become acute. Up to the present the most advanced methods
being envisaged for transonic flows at high subsonic speeds are ones involving either solutions of the
Reynolds-averaged Navier-Stokes equations or the Euler equations coupled with an advanced method for
calculating the flow in the shear layers. It is likely that these classes of methods will eventually
become the main computational tools used within the aircraft industry for detailed design purposes.
Generally the limitations on the accuracy of predicting the flow come from two main causes, first, the
numerical algorithms for solving the inviscid region of the flow, particularly for complex geometries,
and second, the turbulent shear layers, the modelling of which is to some extent empirical. Progress in
the understanding of turbulence has been slow and the prospects for the development of a universal model
are not good; hence for the foreseeable future, it seems inevitable that the use of multifarious turbu-
lence models, or alternatively ones which change between different regions of the flow, has to be accepted.
Thus experimental data of high quality are needed for the flows of most interest; in particular, for wing
flows, information is required on the turbulent properties of three-dimensional boundary layers and wakes.
Although a large number of wind-tunnel experiments of three-dimensional turbulent boundary layers have
been undertaken, it appears that only a small number are close to practical wing flows to be of real
interestr

- 4
in the development of 'engineering' methods.
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In 1983 a meeting was held in Stockholm to discuss possible collaboration on experiments concerned
with three-dimensional turbulent shear flows

5
. Two experiments were suggested, a fundamental one with the

aim of improving the understanding of turbulent flows, and another on a wing flov to provide data of more
immediate practical interest. The proposed wing-flow experiment was to be at low speed because of the
difficulties in making turbulence measurements in flows at high subsonic speeds. It was thought that the
main features of practical interest could be simulated and the work envisaged complemented that already
being undertaken at RAE

6 
on a low aspect-ratio wing at high subsonic speeds, where mean-flow measurements

of the shear layers are being made. It was proposed that the experiment be conducted under the auspices
of GARTEUR (Group for Aeronoutical Research and Technology in Europe). For this investigation Sweden
(FFA) was to be included as an associate member in addition to France, Federal Republic of Germany,
The Netherlands and the United Kingdom. A GARTEUR Exploratory Group was set up to define an experimental
programme to be performed on a shared basis between the member countries. The subsequent Action Group,
which is responsible for the conduct of the experiment, started work in the middle of 1986, with the RAE
being given the responsibility for the design of the wing, following the guidelines agreed by the members.
There are to be three models of the wing, two full models to be tested at NLR and ONERA, and a 'pilot'
model. The models are all being manufactured by FFA. All the participating countries, represented by
DFVLR, FFA, NLR, ONERA and RAE will be involved in the measurements. It is intended that the work should
be completed within about four years.

The aim of this paper is to give details of the wing design, including the methods used in the
design process, and to indicate the flow conditions which should be encountered in the detailed measure-
ments of the shear layers. The wing design is arranged so that detailed results can be obtained for the
boundary layer and wake development in conditions of:

(a) extreme three-dimensionality within the boundary layer for at least part of the flow, and

(b) incipient separation near to the trailing edge of the upper surface.

The pilot model has already been made by FFA and tested in a small NLR tunnel. These pilot tests

indicate that the flow required of the design has been achieved.

2 DESIGN REQUIREMENTS

The requirements for a low aspect-ratio wing to be tested at low speeds in the NLR (3.0 x 2.25 m)
and ONERA (1.8 a 1.4 m) wind tunnels were laid down in broad terms, in the discussions on the overall
experiment in 1985 by the GARTEUR Exploratory Group.

It was decided that the test set-up would consist of a wept-wing half-model attached to a test
section wall of a low-speed wind tunnel. Ideally, the wing was to have an aspect ratio for the half wing
of 1.5, taper ratio of 0.5, a quarter-chord sweep angle of 30 degrees, with the wing half-span of 0.8b,
where b is the greater of the two dimensions of the tunnel cross-section. Setting the wing span
parallel to the wider walls of the tunnel ensures a larger wing chord and correspondingly thicker boundary
layers. Geometric similarity within the working sections has been achieved as far as possible by having
separate models for each tunnel, although there remain some dissimilarities because the working sections
do not scale exactly, and other minor geometrical differences may result in different scaling of the bound-
ary layer flow on the tunnel walls. The requirement on the wing span results in a model that is much
larger than ones normally tested in low-speed tunnels, and makes it essential to use a method for the
design which adequately represents the effect of the walls of the working section. The Reynold number
based on the geometric mean wing chord for the design is to be 3 . 106, which is achievable in both -he
NLR and ONERA wind tunnels. It was also planned to perform tests using the pilot model in a smaller
tunnel at NLR at a slightly lower Reynolds number, but maintaining geometric similarity with the set-up
for the main tests. The aim of the pilot model tests is to check on the flow achieved but no attempt is
to be made to measure any shear layers.

The Action Group also decided that in addition to the above geometric requirements, the flow on the
swept wing should aim at satisfying the following requirements:

(a) The pressure distribution on the wing surfaces should be similar to that on a modern transonic
wing with rear loading.

(b) The adverse pressure gradients on the rear part of the wing upper surface should lead to a
three-dimensional separation region over part of the span (Fig I).

(c) On the wing lower surface the flow should remain attached but be close to separation upstream of
the trailing edge and prior to the favourable pressure gradients associated with rear loading.

(d) Significant spanwise variations in the viscous flow should occur on both the upper and lower
surfaces of the wing.

If possible, transition of the boundary layer was to be caused by leading-edge contamination using a
'trip' on the attachment line near the wing root, otherwise the boundary layer was to be tripped at about
5% chord on both upper and lower surfaces of the wing.

The authors were given the responsibility for the design within the above requirements, as a contri-
bution to the collective GARTEUR experiments.

3 DESIGN PROCESS

The design of a wing of moderate sweep, with separated boundary-layer flow over part of the upper
surface close to the trailing edge is an unusual requirement and not one normally undertaken by wing
designers. It is also unusual to test such a wing in conditions where the wind-tunnel walls are only
about half a root chord or less away from the wing surfaces, and the wing tip is also quite close to the
tunnel walls (see Fig 1).
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Several sethoda for the design of a wing in low speed flow are available at RAE, but it was con-
sidered to be eaeentIal for the method used to account adequately both for the viscous effects and the
close proximity of the wind-tunnel walls. For these requirements the RAe (SPARV) panel method

7 -9 
was

ideal, although it needed further development in the representation and storage of the boundary conditions
for the viscous effects, and in common with all other available codes it cannot yet be used for separated
flow on wings.

The steps undertaken in the design process are as follows:

(a) Accept the planform and arrangement of the wing in the wind tunnel, as specified in section 2.

(b) Decide on a basic aerofoil section which can be modified to give the required flow.

(c) Decide on the spawise form of the changes to the thickness, camber and wing twist to provide
sufficient spanwise variation in the flow.

(d) Make an estimate of the boundary-layer growth and therefore the displacement effect (ie transpira-
tion velocity distribution) based on some target flow.

(e) Run the BAe (SPARV) panel program in order to obtain the surface pressure distribution for
'inviszid' flow, and for a 'first' calculation of the boundary layers. Here the calculation for
'inviscid' flow will include fixed boundary conditions which allow for some account to be made of the
viscous effects based on the target flow. The 'first' calculation of the boundary layers gives an
estimate of the boundary-layer growth based on the 'inviscid' flow pressure distribution.

(f) Modify the basic thickness distribution or the spanwise changes in thickness, camber and wing twist
in order to achieve more closely the required flow characteristics. For this step simple sweep relation-
ships are used and an aerofoil design code used for modification to the thickness and camber distribution
of the basic aerofoil section.

(g) Repeat steps (b) to (f) as necessary, then use the MAe (SPARV) panel program in a modified form such
that the wing surface and wake boundary conditions are revised using under-relaxation from the initial
chosen starting conditions. By this means the calculated pressure distribution and the boundary condi-
tions will become more consistent. This step will be successful only if the pressure distribution gener-
ated results in calculated boundary layers for fully attached flow on both wing surfaces, and adequate
under-relaxation is used in the determinatior of the boundary conditions.

(h) Once steps (b) to (f) result in a converged solution, with the final target flow achieved, then an
increase in wing incidence may be used in an attempt to provoke the required flow separation. The results
from this scheme can only be checked experimentally because the existing calculation method has not yet
been extended successfully to admit even small regions of separated flow. Alternatively, a boundary-layer
method may be used in an inverse mode to determine a surface pressure distribution which is compatible
with the required separated flow. The RAe (SPARV) method may then be used in a design mode to determine
the wing thickness distribution that is compatible with both the boundary-layer flow and the surface
pressure distribution. In order for this scheme to be successful, the required pressure distribution has
to be compatible with an actual wing flow, so some iteration is necessary, though convergence is not
guaranteed. As will be shown later an increase in incidence was used to generate the required flow,
because use of the BAe (SPARV) design methoa resulted in fairly rapid changes in the surface curvature in
the region of separation, a feature which was likely to make some of the shear layer measurements more
difficult to perform.

3.1 Programs used

3.1.1 Viscous panel method
7
'
8

This is a surface source and vorticity panel method developed at BAe, for obtaining the potential.
flow over arbitrary geometries. It is known by the acronym SPARV which stands for Source Patch And Ring
Vortex. Unlike a number of other panel methods it does not require a specification of the vorticity
distribution in advance as it obtains this as part of the solution for wing-like or lifting surface flows.
The method uses constant source panels and constant doublet panels (vortex rings) placed together on the
surface. The strengths of the source and doublet panels are determined by making them to be equal on the
upper and lower surfaces of the wing. An implicit Kutta condition is applied by making the bound vorticity
zero along the trailing edge. This is achieved by imposing a horseshoe vortex at the trailing edge with
the same strength as that for the panel ahead of It. For our application, where a wing is mounted in a
wind tunnel, the boundary conditions at the tunnel walls are satisfied by a distribution of source panels
alone, and viscous effects on these boundaries are neglected. For the wing flow the boundary layers are
accounted for by modifying the boundary conditions to represent displacement effects by transpiration at
the wing surface and along the wake.

The development of the shear layers is determined using an entraiment method due to Cross This
is an integral method based on a velocity profile family which uses a modified form of the Cole's law of
the wall and wake for both the streawise and crosswise components of the boundary-layer flow. The method
permits a distortion of the shape of the 'wake' function of the standard Cole's profile to allow for
effects of strong departures from equilibrium"

0
. No allowance is made for the normal pressure gradients

through either the boundary layer or wake.

The panel method was modified specially for this work so that it could be used in a design mode,
while maintaining a fixed transpiration boundary condition over the wing and wake surfaces to account for
the shear layer displacement effects. Details of the basic design mode are given by Sinclair

11
. The

essence of the method is that for 'thick wing' type of components the nonlinear effects of geometry change
in the standard panel method are replaced by linear thin wing theory applied to the expected small differ-
ences between the calculated and required pressure distribution. The output is the required change to the
thickness and camber distribution. A normal direct calculation with fixed boundary conditions is executed
to determine the final pressure distribution. The method Is based on the work of Fray and Slooff

1 2
at NLR.



P5-4

3.1.2 Aerofoil method
1 3

This is a panel method, developed at RAE by Fiddes and Hogan, for the design of aerofoils starting
from a guessed shape and a required pressure distribution. It is an improved version of the method
described by Chenik. The method uses flat panels each carrying a linearly-varying vorticity distribution

and placed between the ordinates defining the aerofoil shape. The contribution of each panel to the
stream function is calculated, and the conditio, that the aerofoil surface be a streamline is applied at
the ends of the panels. This determines the vorticity distribution on the panels and hence the achieved

pressure distribution. The desired and achieved pressure distributions are then compared at the same
points as where the aerofoil is defined, and the shape modified accordingly. Chen uses constant vorticity
panels, and is thus constrained to compare desired and achieved pressures at the mid-points of panels.
This leads to an awkward interpolation process between panel edges and mid-points during the design
procedure which can lead to an unstable iteration process. This is avoided in the RAE method.

4 CALCULATIONS

4.1 Development of wing

Initially a NACA 632015 aerofoil, modified to have a wedge-shaped region near the trailing edge, was
chosen as the basic stresamwise section for the wing, together with spanwise variation of additional
thickness, incidence and camber taking the form

jZ~ - kAn + sinj( -1)I

so that the maximum changes from the basic section occur at n - n* , and the section remains unchanged at
the root. The basic streamwise section is symmetrical, has a 15% thickness-to-chord ratio with the maxi-
mum thickness at about 35% chord, and a roof-top pressure distribution on the upper surface for a lift
coefficient of about 0.2. Attempts were made to obtain the required flow by increasing the wing thickness
and camber, but keeping the combined camber and incidence small over the front of the wing. The aim was
to keep the peak velocities fairly low in the region close to the leading edge, so that changes in intid-
ence of the wing could be used to modify the flow In setting up the experimental conditions without any
danger of large suction peaks, or laminar separation occurring near to the leading edge. For these
calculations a rather arbitrary limit of 20% was placed upon the maximum streamwise thickness-to-chord
ratio and n* was set equal to 0.6 (ie 60% of the span of the half wing).

During the first series of calculations for the design it became clear that the restrictions imposed
were too severe and the following conclusions were reached:

(a) Suitable flows could be generated for the wing lower surface with adequate rear loading.

(b) It did not appear to be possible to obtain flows for the upper surface which approached separa-
tion with distance along the chord*, slowly enough to achieve an exacting test case for the
shear-layer development.

(c) As could be expected, it was not possible to generate shear-layer flows typical of transonic
flow conditions behind shock waves by developing the required pressure gradients without
excessively large and undesirable changes in the surface curvature occurring.

For the second series of calculations the condition on camber and incidence near to the leading edge
was relaxed but the limit on the maximum streamwise thickness-to-chord ratio for the section was maintained.
No further attempt was made to generate locally strong adverse pressure gradients, because excessive sur-
face curvature in the measurement area would cause difficulties in the experimental work.

These new calculations suggested that:

(i) Suitable flows could now be generated for the upper surface of the wing by allowing the peak
suction to increase towards the nose, without generating excessively large velocity gradients
near the attachment line.

(it) The rather arbitrary limit on the streamwise thickness-to-chord ratio for the sections rendered
it impossible to generate a suitable flow for both the upper and lower surfaces at one incid-
ence, while maintaining a reasonable wing thickness in the region of the rear loading.

These two sets of initial calculations indicated that it should be possible to generate the required flow
using the spsowise form for the changes in camber and incidence used already, provided the limit on maximum
thickness-to-chord ratio was relaxed. It would also be desirable to have a large leading edge radius with
the maximum thickness well forward on the wing. The results also suggested that a major change was
required to the basic streamwise section.

The third stage in the design process was to choose a desirable invisrid pressure distribution for
the section at q - n

e 
, to convert this to the equivalent for two-dimensional flow using a simple sweep

relationship, and then to run the RAE aetofoil method
13 

to obtain the aerofoil shape. Here the upper sur-
face pressure distribution was chosen from the second series together with the lower surface pressure dis-
tribution from the first series at suitable conditions as the basis; in the knowledge that these were
likely to give the required boundary-layer flows on both surfaces of the wing. The resulting aerofoil,
after making modifications to get a reasonably smooth shape is given In Fig 2a. The detailed shape in the
region of the stagnation point was not acceptable initially, and the difficulties in this region were

I is either the skin friction falls to zero or the surface flow direction becomes parallel to the wing

generator.
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avoided by specifying the sparse distribution of points as shown. The final ordinates used for the basic
section (see Fig 2b) were then obtained by interpolation using a cubic spline fit. The aerofoil shape was
converted to a form suitable for the wing using the simple sweep relationship. The full section was used
at n - n* - 0.6 , but a symmetrical section of the same thickness form was used for the basic section at
the root (le n - 0.0). The changes in camber and incidence across the span are given by equation (1).

The third stage in the design was repeated several times until a satisfactory flow was generated
using the scheme described in section 3. The aerofoil section used in the final design was much thicker
than originally envisaged, being of the order of 30% for the maximum thickness-to-chord ratio. As will be
seen later this results in a wing with a thickness-to-chord ratio of 26% for the streamwise section.

4.2 Final design for incipient separation

Using the scheme detailed in section 3, and the development of the wing outlined in section 4.1, it
was possible to generate a wing design with most of the required aerodynamic characteristics. The flow
will be fully attached to the wing at the design condition but with incipient separation close to the
trailing edge on the outer part of the upper surface. Some final improvements were made to the design of
the lower surface, in order to increase the rear loading, without altering the upper surface shape. These
relatively small changes were applied using equation (1), but this resulted in the streamwise sections at
different parts of the span not having exactly the same thickness distribution. A selection of the chord-
wise pressure distributions are given in Fig 3, it is noticeable that the loading on the wing increases
from the root to a maximum in the region of n - n* - 0.6 , as might be expected; detailed predictions for
the lift coefficient are given in Table 1.

In order to obtain a solution close to incipient separation a large number of iterations were
performed using a very low relaxation factor (w - 0.075) in the coupling between the calculated results
for the transpiration velocities from the boundary layer and wake method, and the boundary conditions for
the panel method. The overall results appear to be well converged over most of the upper and lower
surfaces of the wing except in a small region close to the trailing edge on the outer part of the upper
surface, where the flow is close to separation and the pressure level changes gradually as the iterations
proceed. The cross-over in the pressures near to the trailing edge at n - 0.792 is symptomatic of the
problem. The lack of convergence is possibly a sign of reaching the limit of successful application of
the direct mode of coupling, although it could also be caused by known inadequacies in the flow modelling
in the region of the trailing edge. The pressure distributions appear to be similar for the different
streawise sections, except for the significant Increase in loading over the middle of the span mentioned
earlier. In spite of this, substantial changes in camber and twist do exist across the span as indicated
by the three streamwise sections of the wing shown in Fig 4, and the calculated boundary-layer
characteristics do suggest that the flow should be highly three-dimensional in form.

In Fig 5a the streamwise shape factors (H) are given for the upper surface boundary layers. The
values calculated for the region of the root of the wing, which were kept reasonably low by selecting a
symmetrical section at zero incidence in that region, do not exceed 1.65, thus minimising the risk of the
boundary layers in the junction between the tunnel wall and the wing root separating because of adverse
pressure gradients over the rear of the wing. Other potential problems with the junction flow were left
to be overcome in the pilot model tests because no account has been taken of the tunnel-wall boundary-
layer flow. Further out on the wing, eg at mid semi-span, the shape factor reaches 2.15 by the trailing
edge, which past experience with first order boundary layer methods suggests is close to incipient separa-
tion for two-dimensional flow over aerofoils. Outboard of this the values are even higher close to the
trailing edge reaching values as high as 2.4, at 80% of the semi-span. The values near the trailing edge
outboard of this station appear to be increasingly affected by what is likely to be inadequate representa-
tion of the boundary-layer flow near to the wing tip. For the boundary-layer calculations the Reynolds
number based on the mean chord is 3 x 106 and transition is fixed at 3% chord on both surfaces, although
in practice it is possible that the transition will occur at the attachment line. If spanwise turbulent
contamination of the laminar boundary layer does occur at the attachment line then it would be expected
that the flow will be even more likely to separate at the design condition.

For the lower surface (see Fig 5b) the boundary layers are, like the upper surface, well away from
possible separation at the root of the wing. The effect of the rear loading is noticeable for this
surface with peak values for the shape factors occurring at about 702 chord, where the adverse pressure
gradients are relaxing in a chordwise direction before becoming favourable aft of about 80% of the local
chord. A peak value of H of 1.8 is reached at n - n

* 
- 0.6 for the streamwise shape factor, a value

high enough to ensure an interesting lower surface flow. This peak value appears to be well away from
possible incipient separation, but during the development of the wing it was found that an attempt to
increase this value to 1.9 failed because the boundary layer did not recover to lower values further
outboard, as they do for the results shown here, suggesting that the flow may be in a sensitive state.
Towards the tip, the flow is basically outboard so the problem encountered for the upper surface do not
appear to exist. No attempt was made to improve the modelling near the tip, other than to exclude an
inflow in the boundary layer from the tip. It was not possible to increase the total number of panels
available with the version of the program used.

The calculated magnitude of local skin friction coefficient (xaOO0) is given for the upper and lower
surface in Fig 6a&b. Contours of equal skin friction coefficient are given for

3.9 > Cf x 1000 ) 0.0 .

These figures show trends very similar to those deduced from the results for the shape factors. The
additional point that emerges is that the skin friction coefficient does not ever get lower than 0.0006
even towards the trailing edge on the upper surface. This is probably because large angles of twist are
generated within the boundary layers and consequently the displacement thickness does not grow as rapidly
as in two dimensions, and the skin friction coefficient remains positive.
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A calculation has been undertaken, using the skin friction coefficient and the direction of the flow
at the surface of the wing, to obtain the streamlines in the lower part of the boundary layers. The
results of these calculations are given in Fig 7ab. For the upper surface, Fig 7a, away from the leading-

edge region, the streamlines tend to run towards the root on the forward part of the wing, because the
inviscid flow has been accelerated in a direction normal to the wing generators and there is very little
twist within the boundary layer.

Further aft the streamlines become dominated by the boundary-layer flow and they tend to turn
towards the tip. The turning increases in severity along the chord, with divergence of the streamlines
over the rear of the inboard part of the wing, while over the outer part there is some convergence with
rapid turning of the streamlines close to the trailing edge where there is either incipient separation
and/or a breakdown of the boundary-layer calculation. For the lower surface, Fig 7b, the streamlines are
rather as might be expected, significant twist being generated in the boundary layers in the region of
adverse pressure gradients with some recovery when the boundary layers are subjected to favourable pres-
sure gradients. The severity of the boundary-layer twist increases to a maximum where the section has
maximum rear loading and camber. The influence of the tip is noticeable for both upper and lower surfaces.
On the upper surface it tends to cause the flow to turn strea ise with a consequential increase in bound-
ary layer thickness, whereas on the lower surface the reverse is true. The calculated surface streamlines
suggest that the flow should prove to be a testing one for the calculation methods, if these conditions
are satisfactorily reproduced in the experimental investigation.

4.3 Experimental verification

Since the wing has been developed for the validation of computational methods, with special require-
ments placed on the boundary-layer flow, it is not surprising that the shape of the wing surface is rather
unconventional. The requirement that the boundary layers, under the test conditions in a low-speed tunnel,
should be representative of those likely to be found on both the upper and lower surfaces of a wing at the

4 design condition for high subsonic speed has resulted, as stated earlier, in an exceptionally thick wing
with a thickness to chord ratio of about 0.26. In addition the risk of complicated 'root' and 'tip' flows
dominating the boundary layers over the main surfaces of the wing has been minimised by reducing the load-
ing in the region of the intersection of the wing with the wind-tunnel wall, and at the wing tip; thus
resulting in the maximum angle of wing twist and the maximum camber of the streamwise sections occurring
at mid semi-span. The pilot model was manufactured at FFA, and a photograph, taken on completion, is
shown in Fig 8". It shows the upper surface viewed from outboard and behind the trailing edge of the
wing. The features built into the design by the requirements on the flow are clearly visible from this
angle of view although the wing does appear to be grossly foreshortened.

The pilot model has been tested in a small NLR wind tunnel, and Fig 9** shows the wing mounted in
the working section. The measurements made have been limited to surface pressures at two chordwise
stations and surface oil flows. The evidence provided by NLR, had indicated that the design has been

successful in providing a wing which has extreme three-dimensionality within the boundary layer for at
least part of the flow, and incipient separation close to the trailing edge on the outer part of the upper
surface. The boundary-layer flow is found to be sensitive to the form of transition fixing used in the
region of the leading edge. For these tests, at a Reynolds number of 2.5 x 10

6 
based on the geometric

mean chord, laminar flow exists at the attachment line or relaminarization occurs in the favourable
pressure gradient near the nose. Ths boundary layer was tripped with a sparse distribution of carborundum
particles, at 8% of the mean chord from the flow attachment line on the upper side, but measured round the
surface of the streamwise section. The corresponding position for the lower surface is 6%. These
positions, measured in the chordwise direction are between the nose and 4% local chord for the upper
surface and between 1% and 4% local chord on the lower surface, depending on the spanwise location of the
section. With this transition fixing, which is nearly always further forward than for the calculations,
the surface oil flow suggests that the boundary layer is remarkably similar to that predicted in the
design calculations. Unfortunately, the oil-flow studies indicated that the wing tip had too strong an
influence on the way separation develops over the rear of the upper surface on the outer part of the wing
as the angle of Incidence is Increased. To reduce the effect of the tip on the boundary-layer flow in the
region of 90% semi-span, it was decided to modify the tip by changing its spanwise section shape from a
circular to a 2:1 elliptic form, so increasing the semi-span. The larger changes in span occur close to
the maximum thickness, but the trailing-edge span remains almost unchanged. This modification made only a
small difference to the flow at the design condition, but did reduce the tendency for the separated region
to be dominated by the tip flow, and therefore will be used for the main models. In order to avoid the
formation of a small scarf vortex at the wing root, formed because of the intersection of the wing with
the boundary layer on the wall of the wind tunnel, a small fairing has been designed, which will also be
incorporated on the main models.

In Fig 10**, photographs are presented showing the surface oil flow at the design incidence. If the
oil flow streak lines are compared with the surface flow predicted for the design (Fig 7) it does appear
that the three-dimensionality within the boundary layers is underestimated by the calzvlations for both
the upper and lower surfaces. This is unlikely to be explained fully by the pilot model tests being done
at a slightly lower Reynolds number, with boundary-layer transition not exactly the same as assumed for
the design. For the main tests in the larger wind tunnels, detailed shear layer flow measurements are to
be made at the design condition, or at an incidence which gives a surface flow at least as severe as that
observed during the tests on the pilot model. The experimental evidence suggests that the flow on the
lower surface of the wing changes only slowly with incidence, so it will be possible to achieve a flow
closely similar to the one required by making a small alteration to the angle of incidence of the wing.

5 published by courtesy of FFA
sa published by courtesy of NLR
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5 BOUNDARY LAYER PREDICTIONS

One of the main aims of the design has been to provide a wing that generates a flow field which will
prove to be an Important teat case for computational methods. Previous evidence from other wing flow
experiments is very sparse and other sore general comparisons made between results from calculation
methods for turbulent boundary layers

15- 18 
suggest that significant differences occur between predictions

of the flow development as the shear layers approach separation. The boundary-layer method used for the
design was, as mentioned earlier, an entrainment integral method due to Cross

9
. Several other calcula-

tions have been performed using the design pressure distribution as the basis for the comparison in order
to check if the flow at the design condition is sufficiently demanding for the calculation methods. These
methods are split into two types, those involving solutions of equations describing the development of
boundary layer integral quantities

1 0
.
19
.
20 

and those involving solutions of the mean-flow boundary layer
differential equations

21
,
2 2

. A sample of the results obtained for both the upper and lower surfaces of
the wing are given in Fig 11, where they are compared with the original predictions from the BAe (SPARV)

program. The integral methods are all of the entrainment type and Lhe calculations 1,ere performed for the
basic methods. The RAE lag-entrainment* method uses an additional equation to determine tLe entrainment

but the same velocity profile family as for the RAE Thompson entrainment method. The relationship for the
streaswise shape factor is given by Lock as equation (105) in Ref 10. The ONERA-CERT method is different
from the others in both the entrainment relationship and the profile family. In this method it is also

arranged that the turbulent shear stress vector is not necessarily aligned with the direction of the local
velocity gradient. The differences between the methods make quite large changes to the predicted results.
The RAE lag-entrainment method shows the least tendency to predict flow separation either in terms of the

shape factor (H) or through the twist generated within the boundary layer (8). Analysis of the surface
oil flows from the pilot model test (Fig 10) would suggest that all the integral methods generally under-

estimate the twist within rhe boundary. However, in none of the methods is account taken of 'secondary'

effects
t
which would tend to increase H and consequently B - It has been found that when these effects

are included in the lag-entrainment method, accurate predictions are obtained for the flow over two-

dimensional aerofoils
24

. The predictions using differential boundary layer methods show an even larger
spread between the results, although all the calculations are limited to ones with turbulence models of
the eddy viscosity type. The NLR and ARA methods, using a 'Cebeci-Smith' type of modelling give results
similar in some respects to those obtained from the RAE lag-entrainment method, apparently underestimating
the twist within the three-dimensional boundary layers. The NLR method uses a turbulence model due to
iche125, whereas the ARA method uses the standard turbulence model of Cebeci-Smith

2 6
. The ARA method,

with a modified 'Cebeci-Smith' turbulence model, was developed by Johnston
21 

to improve comparisons with

the experiment of van den Berg and Elsenaar
2 7 

in the region of high crosaflow but with no change to the
standard form for two-dimensional flows. This modification appears to improve the predictions considerably
for this case. It is based on an empirical observation that the outer eddy viscosity is decreased by the

three-dimensionality of the flow. Other calculations have been made at HLR using their method, which also
confirm the predictions as being very sensitive to the assumptions made about the magnitude of the mixing
length. Attempts to obtain results from the methods using other turbulence models are not yet available;
even so, the evidence presented suggests that the flow to be studied is likely to be an exacting and
interesting test case for computational methods. Furthermore, they indicate that it may be unnecessary to

increase the wing incidence in the main tests to provide a fully separated flow, as suggested originally,

in order to provide a severe test for the methods, since the conditions for incipient separation may be

sufficiently difficult and challenging.

6 DESIGN FOR SEPARATED FLOW

The original plan, as detailed in section 3, was to accept either a design for incipient separation

and then to induce the required flow by a small increase in incidence, or to attempt to modify the design
in a limited region by the use of a boundary-layer method in an inverse mode and to determine the wing shape

by use of the BAe (SPARV) program in a design mode. The Action Group decided to adopt the former approach

because this resulted in a much flatter wing surface in the region where separation was likely to occur.

Prior to this an attempt to obtain a design for separated flow was made as follows:

(a) Data from work on the NACA 4412 aerofoil
2 8 

was analysed to determine the form of the shape factor
versus chordwise position (x/c) which has resulted in a plateau in the surface pressure distribution for

the separated region of a two-dimensional flow. The aerofoil has, in the region of separation, a reason-
ably flat but convex surface, typical of many wings. The information used is given in Fig 12, where a
hyperbola has been fitted to the data.

(b) A correlation is formed from the boundary layer data extracted from the results for the present
design for the variation of the boundary-layer twist (8) with the streaowise shape factor (H) for the flow
over the rear of the upper surface of the wing. This correlation, limited to data close to the region of
incipient separation, would not be expected to be valid generally but can be used as a guide to the values

of 0 compatible with the values of H used (Fl 1 13).

(c) Choose a region of the wing where H and 0 are to be modified to simulate separated flow.

(d) Decide on the required values of H and 0 using the correlation between H and B (Fig 13) and

the form of H along the chord of the NACA 4412 aerofoil (Fig 12).

(e) Use an inverse form of a three-dimensional integral boundary-layer method to determine a revised

distribution for the input velocities in the design method, and new transpiration velocities.

(f) Revise the starting points used for each streamwise station ic step (d), and so improve the uniform-

ity of the pressure distribution in the chosen region of separation. Repeat this step until a satisfactory

pressure distribution is achieved.

a with no secondary influences included
2 3

f such as pressure gradients normal to the surface, and Reynolds normal stresses, etc
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(g) Run the Ae (SPARV) program in the design mode with the given transpiration velocity distribution
determined in step (f) in order to obtain the new wing geometry.

The region chosen for the separated flow extended from about 802 chord at n - 0.71 reaching the
trailing edge between n - 0.46 and n - 0.88 .

The method has several weaknesses; firstly, the form of the pressure distribution chosen may not be
compatible with a genuinely separated flow in three dimensions and consequently it may take many attempts
to obtain a consistent overall solution. Secondly, changes in pressure distribution towards the trailing
edge on the lower surface and also in the wake, needed in order to match the new upper surface values, had
to be guessed, and so there may be a need for a number of attempts to obtain satisfactory values.

The results obtained were only partly successful in that the design method in step (g) did not fully
converge, but they did indicate that significant changes may be necessary to the wing design if the chosen
separated region of flow was to be generated. Three of the modified sections are given in Fig 14 where it
can be seen that the revised sections are significantly thicker and the surface curvature is increased
quite markedly where the separation starts. Because some of the experimental work envisaged requires a
relatively flat surface, this wing design is unlikely to be an improvement over selecting the wing for
incipient separation at the trailing edge and then increasing the wing incidence by trial until a suitable
flow is achieved.

7 CONCLUSIONS

A low aspect-ratio wing has been designed, based on the requirements of the GARTEUR Action Group
AD(AG07), for testing in two European low-speed wind tunnels using separate models. The evidence obtained
during this programme of work should provide some much needed detailed shear stress and mean flow data of
high quality for conditions of severe three-dimensionality in the shear layers, and result in improvements
to turbulence modelling for this restricted range of flows. The measurements will provide data for condi-
tions which are shown to be difficult to calculate, and thus should prove to be an important challenge to
the Computational Fluid Dynamics community and provide a formidable test case.

The method used for the design employed viscous/inviscid matching techniques for a wing flow at
conditions close to incipient separation. An attempt was made to extend the design to include a limited
region of separated flow. In order to achieve the required flow the wing is much thicker than most wings
and it has an unusual wing twist and camber distribution.

A pilot model, using the design for incipient separation, has been tested in a small low-speed wind
tunnel at NLR and successful results from these tests have encouraged the GARTEUR Action Group to proceed
with the main test programme using larger versions of the same design of wing, but modified at the root
and tip.

Table I

SPAMWISE LIFT DISTRIBUTION -
DESIGN FOR INCIPIENT SEPARATION

STN n CL

1 0.042 0.306
2 0.125 0.332
3 0.208 0.371

4 0.292 0.417
5 0.375 0.467

6 0.458 0.516
7 0.542 0.554
8 0.625 0.573
9 0.708 0.562
10 0.792 0.518
11 0.875 0.448
12 0.958 0.332

Copyright C , Controller NMSO London, 1988
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SLENDER CONE CFD AND EXPERIMENTAL DATA COMPARISONS IN HYPERSONIC PLOW

by

J.Y. BALTAR
E. TJONNELAND

BOEING ADVANCED SYSTEMS
P.O.BOX 3703

SEATTLE, WASHINGTON 98124, USA

SUMMARY

A zonal Navier-Stokes / Parabolized Navier-Stokes (NS/PNS) computational
fluid dynamics (CFD) analysis of the flow field about sharp and slightly blunted
cones at Mach 18.7 was made. The results were compared with experimental
measurements from the Princeton High Pressure Hypersonic Nitrogen Tunnel. Plots
are shown comparing predicted and measured shock locations, surface pressures,
surface heat transfer, and several flow field properties. Contour plots of the
overall flow field are shown for cones with two nose radii. The agreement
between the CFD results and experiment was fair considering that several
important aspects of the flow physics in the tunnel were not properly modelled.
The most important of these are the axial variation in wind tunnel static
pressure and the gas characteristics of the nitrogen in the test section. The
experimental data set, including data up to Mach 26.5, has proven to be valuable
for improving the understanding of the flow physics on slender cones at
hypersonic speeds.

1.0 INTRODUCTION

The initial purpose of this study was to validate a zonal NS/PNS CFD
analysis through comparisons with slender cone experimental data at high Mach
numbers. A number of difficulties with both the experimental data and the CFD
analysis prevented this. This paper will present the significant aspects of and
lessons learned about CFD analysis and experimental data needs for understanding
slender body hypersonic flow regimes.

The experimental data chosen is from the Reference 1 Ph.D. thesis. This
data set was chosen because the test conditions reported spanned the range of
continuum flow to near non-continuum flow. The simple cone geometry was tested
at 0 degrees angle-of-attack. It would therefore be easy to define and generate
a grid that could be analyzed axisymmetrically. The reported results included
multiple measurements of the flow field in addition to the surface measurements
that are usually reported.

Since the majority of the flow field over the cone was supersonic, a CFD
code which takes advantage of the parabolic nature of the flow was utilized. The
3D PNS code SPEAR, which solves the flow equations in a single marching pass,
was chosen to analyze the flow field (in an axisymmetric mode) for the model
with the exception of the blunt nose regions. An initial solution plane is
required to start the PNS solution procedure. For sharp cones, this can be
generated internally by the code as uniform freestream conditons. For blunt
cones, elliptic effects are important in the subsonic regions near the
stagnation point so an initial solution plane must be supplied externally.
These effects can be modelled with the full Navier-Stokes code BLUNT which is
designed for analysis of 2-D blunt geometries.

2.0 REVIEW Of THE EXPERIMENT

In the Reference 1 thesis, the results of an experimeltal investigation of
the study of the flow field about sharp and slightly blunted conical bodies at
hypersonic speeds were presented. The Mach number for the three conditions in
the thesis ranged from 18.7 to 26.5 and the unit Reynolds number ranged from
37800/in. to 1500/in., respectively. The former case is in the continuum regime
while the latter case is near the non-continuum limit. The models tested (see
Figure 1) had a half-angle of 10 degrees with nose radii ranging from sharp (Rn
- 0.002 in) to slightly blunted (Rn - 0.075 inches). The test medium was ultra-
pure nitrogen and the flow remained laminar throughout the test due to the very
low Reynolds numbers. The surface temperature was cooled to a nominal T wall / T
total - .15 . Shock location, surface pressure and surface heat transfer were
measured at the locations shown in Figure 2 . Flow field measurements were made
of pitot pressure, stagnation temperature, heat flux, and density. An
experimental accuracy of +/- 5% was claimed in Reference 1.
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Other flow field properties, such as Mach number, static temperature,
density and velocity, were calculated in the thesis from these measurements by
four methods:

A. Pt (mess) + p (assumed) + U(T) (Crocco relationship assumed)
B. Pt (mess) + p (assumed) + Tt (meas)
C. Pt (mess) + p (assumed) + q (mess)
D. Pt (mess) + Tt (mess) + density (mess).

Method C results were not consistent throughout the thesis and the Method D
results were only good for the lower Reynolds number cases so they will not be
shown in this study.



For the Mach 18.7 case, the freestream molecular mean free path (X) was
7.4E-4 inches giving a Knudsen number (X / L ) of 0.37 and 0.01 based on the
sharp and blunt nose radii, respectively, and Kn - 0.0002 based on the cone
length. For the Mach 26.5 case, the freestream mean free path was 0.026 inches
giving Knudsen numbers of 13., 0.34, and 0.0065 based on the respective lengths.
Knudsen numbers below 0.03 are considered to be in the continuum regime where
the Navier-Stokes equations are valid while a Knudsen number above 1.0 is in the
non-continuum regime. Knudsen numbers between these limits are in a transition
region where the validity of the Navier-Stokes equations is in question.

Comparisons were made in the thesis between the measurements and various
analyses which were available at that time. These were briefly described in the
thesis and results from them are shown in the plots presented later. A one line
description of each is given here. A more detailed description of the analysis
procedures is available in Reference I.

Rubin - finite difference, single set of NS equations (may be PNS)
Mayne - inviscid / B.L. iteration
Cheng - thin layer N1, numerical solution
Garvine - finite difference, inviscid-viscous equations (may be PNS)
Rakich - blunt body inviscid finite difference

3.0 DESCRIPTION OF THE CFD CODES

The BLUNT code (Reference 2) solves the Reynolds-averaged Navier-Stokes
equations on 2-D planar or axisymmetric blunt bodies. The procedure is based on
an implicit upwind differencing method with special logic to make the code
efficient and reliable. The code includes the Tannehill equilibrium air model
and the Baldwin/Lomax algebraic turbulence model. An internal algebraic mesh
generator with some capability for adapting the mesh to the flow properties is
utilized. Curve fits of previous inviscid cases are used for initial conditions
along with a graduated grid procedure to allow the solution to converge more
rapidly. All shocks are capture! as part of the solution.

The SPEAR/3D code (Reference 3) can model external and internal
supersonic/hypersonic viscous flow fields with thin subsonic wall layers. The
numerical method incorporates a second order accurate alternating direction
implicit algorithm to solve the Parabolized Navier-Stokes equations with a
single marching pass. The equations have been transformed into a generalized 3-D
non-orthogonal coordinate system that can conform to arbitrarily shaped
boundaries. In regions where elliptic effects are important, the solution can
be coupled to an elliptic pressure solver. The code includes the Tannehill
equilibrium air model and the Baldwin/Lomax algebraic turbulence model or a two-
equation k-epsilon turbulence model. The bowshock may be fitted or captured as
part of the solution. All internal shocks are captured. The lower boundary is
always defined as a wall which may be adiabatic or isothermal and have regions
of suction or blowing. Radiation from the wall can also be modelled. An
internal algebraic mesh generator is available for use on simple geometries or
an externally generated mesh may be supplied for complicated geometries. An
interpolator is included in the code that may be used to change the mesh as the
solution is marched down the body or to "nterpolate a starting solution from a
converged BLUNT solution. Both SPEAR/3D and BLUNT were developed by Amtec
Engineering of Bellevue, Washington.

4.0 DETAILS OF THE CFD ANALYSIS

The Reference 1 thesis includ2s results for runs at three Mach number
conditions for conical bodies with three different nose radii. The original
plan for this study was to analyze the sharpest and bluntest cones at the
highest and lowest Mach number conditions to study the effects of the rarefied
gas regime on CFD codes based on the continuum flow assumption. Due to the
problems encountered with low Reynolds number stability, only the low Mach
number cases were completed in the time allotted. The details of these two
analyses are describe here.

A. Sharp Cone

The BLUNT code would not converge for a fine-mesh cold-wall solution on the
"sharp" cone with a 0.002 inch spherical nose. This may have been caused by the
low Reynolds number based on the nose radius or else because of roundoff
problems associated with the small nose radius.

SPEAR was started very close to the virtual tip of the cone with initial
conditions of freestream values at all nodes except the no-slip fixed wall
temperature (540 R) boundary condition. The outer boundary of the 21 radial
node mesh is set so that the shock is initially captured and the shock will run
into the outer boundary where it will be fitted within 20 axial steps. SPEAR is
then restarted with 41 radial mesh points and marched 210 steps downstream to an
axial distance of 4 inches. A mesh refinement study of the sharp-nose start case
was performed. Step size, near-wall cell height and number of radial nodes were
varied in the starting region and for the downstream region to determine the
effects on the solution. The finest mesh solution was chosen for the starting
region, but the surface properties and profiles in the downstream region did not
show much variation with mesh changes.
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The initial runs for this case were run using the ideal gas (gamma - 1.4)
model since the freestream static temperature is 43.7 degrees R. An equilibrium
air case was run since the pee static temperature in the boundary layer was
about 960 degrees R. During the study of the effects of freezing the flow
properties at the nozzle throat, gamma was varied from 1.3 to 1.45. The shock
location and surface pressure varied moderately and the peak static temperature
in the boundary varied considerably with these changes but the heat transfer did
not *iary much. Since the actual properties of the nitrogen gas in the test
section have not teen determined, the gamma - 1.4 results will be presented in
this paper.

B. Blunt Cone

The graduated grid method described in Reference 2 was utilized to converge
a fine mesh (40x50) laminar adiabatic wall solution using BLUNT for the Mach
18.7 case with the 0.075" nose radius. The wall temperature was then gradually
lowered to the desired wall temperature of 540 R. This case converged when the
sharp nose case did not because the Reynolds number based on the nose radius was
2835 instead of 75. The BLUNT solution was run with the 1st order upwind
algorithm.

SPEAR was started from the cold wall solution and run to the end of the 4 inch
cone using 41 radial points and 104 axial steps. Several runs were made to
determine how to interface the captured BLUNT shock solution and the fitted
SPEAR shock solution and to check the mesh resolution.

5.0 DISCUSSION

5.1 COMPARISON OF CFD AND EXPERIMENTAL RESULTS

A. Sharp Cone

A comparison of the shock location from the CFD results with the four
experimental methods of locating the shock for the sharp cone case is shown in
Figure 3. The CFD results are in good agreement with the data. The heat flux
measurement, which Vas says is the least reliable, shows the worst agreement
with the CFD results. The larger disagreement near the leading edge may be
caused by the uniform profile starting procedure used with SPEAR which does not
accurately model the viscous interaction near the tip. A summary of the percent
differences between CFD and experiment for the various measurements is given in
Table 1.

A comparison of predicted and measured surface pressures is shown in Figure
4. The CFD results are higher than the data but are in better agreement with the
calculations of Mayne. The experimental results fall below the inviscid value
toward the rear of the model because there is an axial static pressure gradiint
in the tunnel. The CFD analysis was performed for uniform external flow and
appears to be approaching a constant value for an inviscid cone with a
displacement thickness added.

Sharp Cone
At station 1 At station 7

Shock location: -10% 0%
Surface pressure: +8% +20%
Wall heat transfer: +33% +27%

P static variation: 4% max 4% max
Pitot profile: +100% max +50% max
Mach number profile: +40% max +25% max
T static peak: -15% max -9% max

Blunt Cone
At station 1 At station 7

Shock location: -5% -4%
Surface pressure: -1 7% +15%
Wall heat transfer: +40% +66%

P static variation: 30/6 max 7% max
Pitot profile: +50% max +100% max
Mach number profile: +33% max +48% max
T static peak: -15% max 0% max

Table 1. Comparison of CFD Results with Experimental
Data (Experiment is Base)
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Figure 4. Surface Pressure - Sharp Cone

A comparison of predicted and measured surface heat transfer results is
shown in Figure 5. The CFD results are higher than the data. This may be
caused by rarefied gas effects since using the continuum assumption in a non-
continuum region would tend to over-predict wall shear stress and heat transfer.
In an attempt to resolve the differences in the heat tranfer comparisons, many
SPEAR runs were made varying the Prandtl number, ratio of specific heats, wall
temperature, viscosity equation, and axial and radial mesh density. Slight
changes in the wall heat transfer were noted when the viscosity was calculated
by the equations given in Reference 1 rather than Sutherland's law. The other
variations had a negligible effect on the wall heat transfer. One affect that
has not been investigated is the axial variation in the model wall temperature.
In the photograph in Figure 6, the tip of the model (and the pitot probe)
appears to be glowing from the high temperature since the replaceable tips
(about .25 to .5 inches long) could not be cooled.
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Figure 6. Photograph of Blunt Cone Showing
the Shock Layer and Pitot Probe

Figures 7a,b & c present the flow field static pressure profiles calculated
by SPEAR and the measured wall static pressures. The CFD results are shown at
the three stations (shown in Figure 2) at which Vas compared the data with other
analyses. For the other analyses, only Rubin calculated flow field static
pressure and this was only up to Station 1. No flow field static pressures were
measured, so Vas assumed the wall static pressure was constaht through the shock
layer for all subsequent calculations. The CFD profile results show a maximum
variation from the wall value of static pressure of 4% which could result in a
variation in local Mach number of 0.2 at Mach 10 according to NACA 1135.
Therefore the CFD results show that the constant pressure assumption is good for
the sharp cone.

Figures 8a,b, & c are comparisons between the pitot profiles calculated
using SPEAR and the measured pitot pressures at three measuring stations. The
SPEAR pitot pressures were calculated using the predicted local static pressure
and Mach number. Vas has noted that the measured pitot pressures are invalid
within about 0.020 inches of the wall due to probe interactions with the wall.
It should be noted that the height of the pitot probe was about 0.010 inches and
the entire shock layer at station I is only about 0.070 inches thick.
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The Mach number and static temperature profiles from SPEAR were compared to
the profiles calculated from the data by Methods A and B. The results of these
comparisons are not plotted but are summarized in Table 1. The SPEAR Mach number
is calculated from the local velocities and speed of sound, which is a function
of the local static temperature and the gas properties. Vas calculates Mach
number from the measured pitot pressurethe (assumed constant) wall static
pressure and the gas properties using the Rayliegh-pitot formula. The peak in
the boundary layer static temperature calculated by SPEAR was strongly dependent
on the variations listed under heat transfer. Large differences between CFD and
experiment would be expected if the proper gas properties were not used.

At station 1, the present CFD results agree very well with the other CFo
results shown in the thesis for most variables but do not agree as well with the
results from the experiment. Therefore, it would appear that some aspect of the
flow physics near the nose is not being properly modelled in the various CFO
analysis methods. By station 4, the CFD and experimental results agree well for
most parameters but then start to diverge again by station 7 possibly because of
the axial pressure gradient in the tunnel. In general, the CFO results agree
better with the calculated results presented in Vas' thesis than with the
experimental results.

B. Blunt Cone

A comparison of the shock location from the CFO results with the four
experimental methods of locating the shock for the blunt cone case is shown in
Figure 9. The CF0 results are slightly below the data. This indicates that the
CFO codes are probably under-predicting the viscous effects.

A comparison between predicted and measured surface pressures is shown in
Figure 10. The CFD results are higher than the data but agree very closely with
the calculations of Garvine. AS for the sharp cone, the CFO calculated
pressures appear to be approaching a constant value for an inviscid cone with a
displacement thickness added.

A comparison between predicted and measured surface heat transfer results
is shown in Figure 11. As with the sharp cone case, the CFD results are higher
than the data. Since these results are very similiar to the sharp nose case
heat transfer results, the starting procedure is probably not the reason for the
poor heat transfer comparison.

.3

Vas measured
(n c Glow(D Pitot

o Heat flux
.2 Curve fit Thermocouple, 2 of data - .. -- ---

_ Present result

0

0.0_

02 3 4
Distance along surface - inches

Figure 9. Shock Layer Thickness - Blunt Cone
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Figure 10. Surface Pressure - Blunt Cone
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0
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10 01 1 L1 23
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Distance along surface - inches

Figure 11. Surface Heat Transfer - Blunt Cone

Figures 12 and 13 present the CFD results for flow field static and pitot
pressure for the blunt cone case compared with the measured and calculated
profiles from the thesis. In Figure 12a, the CFD results shou a variation in the
flow field static pressure from the wall value of about 30% which could result
in a variation in Mach number of 1.5 at Mach 10 according to NACA 1135. Ves
no tes that the constant static pressure assumption should not Ke valid in the
nose r e gion of a blun t c one and the CFD results confirm this. By station 4, the
static pressure profile is more representative of cone flow and rhus the same
level of static pressure variation across the shock layer that was predicted in
the sharp cone case is predicted here. The Mach number and static temperature
profiles were also compared and these results are summarized in Table 1. In
general, the profile shapes are similiar between CFD and experiment but the CFO
analysis consistantly predicts a thinner boundary layer region and a larger
inviscid region. The percent differences shown in Table 1 are large because the
property gradients are very steep.

.. .. . ...
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5.2 EXPERIMENTAL DATA CONCERNS

Several aspects of the wind tunnel flow and measuring equipment that have
raised concerns during this study are briefly enumerated below.

1. There is an axial static pressure gradient in the tunnel (documented
in Reference 4) which causes a Mach number gradient of 0.3 Mach per
inch as shown in Figure 14. For the 4 inch model tested, this is a
change of over 1 Mach number from the tip to the last measuring
station.

2. As shown in Figure 15, even for the high Reynolds number case the nose
of the model is near the non-continuum regime. The assumption of
continuum flow must be investigated.

3. The properties of the nitrogen are not documented in the thesis. The
tunnel calibration document calculates a "frozen" temperature (which
occurs just downstream of the wind tunnel throat) at which the
properties in the test section are frozen due to vibrational non-
equilibrium. The effect of this is to change the ratio of specific
heat for an ideal gas assumption. To properly model the non-equilbrium
effects, a finite rate chemistry code should be run for the wind
tunnel nozzle conditions or the flow properties should be measured at
the start of the test section.

30
Axial distance - inches

28 
12

2

E
C24

C L

22

20 -Mdli nhsln
2 1 a 1 2

Transverse distance - inches

Figure 14. Non-Uniform Wind Tunnel Conditions

100 100 Sharp radius

10 Non-continuum

Station Station Station

E  Transitional

M '25.1 Continuum

1E-04 ,, ,

0.0 1.0 2.0 3.0
Axial distance - inches

Figure 15. Rarefied Gas Near Tip of Models
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4. The size of the pitot probe head is about 0.010 inches while the
entire shock layer is only 0.070 inches near the first measuring
station. The relative sizes of the pitot probe head and the shock
layer can be seen from the photo in Figure 6. In a steep gradient
region the pressure being measured by the pitot probe may actually be
some average of the pitot pressure of the flow.

5. The model surface temperature was not measured. CFD studies were
performed that showed that wall heat transfer was not very sensitive
to changes in the constant wall temperature of about 80 degrees R.
However, the effect of any axial temperature gradients caused by the
Inability to cool the replaceable tips (about .25 to .5 inches long)
is unknown.

5.3 CFD ANALYSIS LIMITATIONS

The major limitations of these two CFD codes for analyzing this experiment
are enumerated here.

1. There is no model currently in the codes for the properties of the
nitrogen gas that is valid from the high pressures and temperatures in
the stagnation chamber to the low static pressure and temperatures in
the test section. A model of these properties is probably available
in the literature but time restrictions have not permitted searching
for and implementing a model.

2. The axial static pressure variation in the tunnel could not be
modelled with the present boundary conditions in SPEAR. A change to
allow for an axially varying outer boundary condition must be made to
improve the simulation beyond the present results.

3. The Mach 18.7 case analyzed is in the continuum regime, however it is
approaching the rarefied gas regime, and the effects of the continuum
assumptions on flow properties at these conditions is not known. The
Mach 26.5 case (which is in the rarefied gas regime) could be run and
a comparison would indicate the magnitude of rarefied gas effects.

4. Previous investigators (for example Reference 5) have encountered
trouble obtaining CFD solutions with Navier-Stokes codes below a
minimum Reynolds number limit. For the Reference 5 problem, the
minimum Reynolds number based on nose radius was found to be about 90.
The reason for this limit is not known. A similiar problem was
encountered in this study when trying to converge the BLUNT code on a
0.002" spherical nose when the Re based on nose radius was about 75.

6.0 CONCLUSIONS AND RECONMENDATIONS

The experimental data set presented in the Reference 1 thesis has proven to
be valuable for improving the understanding of the flow physics on slender
bodies at hypersonic speeds near the non-continuum regime. Other experimental
data sets are available for CFD validation at hypersonic speeds but these
usually include only surface measurements. Very few experimental data sets are
available thpt include flow field measurements of pitot pressure and total
temperature. The data at Mach 25.1 and 26.5 with unit Reynolds numbers of 10,000
and 1,500, respectively, can be used in a study of the validity of the continuum
assumption for CFD as the flow approaches the non-continuum regime.

Evaluation of the CFD codes used in the present study proved more difficult
than expected for a number of reasons. CF0 code evaluation using experimental
data such as Reference I would be more definitive with CFD codes capable of
modelling all the physical processes that are present, including the test media
chemistry (in this case nitrogen), the variations of flow characteristics in the
tunnel, rarefied gas effects, instrumentation size effects and temperature
gradients in the model.

Future wind tunnel studies should be designed with CFD validation studies
in mind. Specifically, experimental data must accurately measure all of the
initial and boundary conditions (including all gas properties) needed to
complete a computational solution. Since this data would provide an upstream
boundary condition to the test section, it would not be necessary to analyze the
flow field upstream of the test section. Ideally, the measurements of the flow
field upstream of and in the test section would be acquired by non-intrusive
techniques.
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by
Michel Fortier

Leader, Ballistics Group
Defence Research Establishment Valcartier

P.O. Box 8800
Courcelette, Quebec GOA IRO

Canada

SUMMARY

A computational fluid dynamics code based on the development of small perturbation
theory for the solution of inviscid irrotational compressible fluid flow around flight
vehicle configurations is described. The user-friendly feature of the code is
illustrated by a guided weapon canard configuration for which are displayed computed
pressure distributions on selected components. Five test cases including a simple wing
shape and more complex guided weapon and aircraft configurations are presented, to
demonstrate the capabilities and limitations of the code. Theoretical pressure, force
and moment coefficients are compared to wind tunnel data obtained from various
facilities including the DREV trisonic indraft wind tunnel. The results of the
comparison show the capabilities of the code in the subsonic and supersonic speed
regimes for simple and complex comfigurations at low incidences, and its limitations at
transonic speeds and at high angles of attack.

SYMBOLS

ac aerodynamic center

c wing local chord

c wing mean aerodynamic chord

ci  wing sectional lift coefficient

cp pressure coefficient

CL  lift coefficient

Cm  pitching moment coefficient

CN  normal force coefficient

y side force coefficient

C( coefficient of force or moment due to angle of attack

C coefficient of force or moment due to sideslip angle

C )6 coefficient of force or moment due to control deflection

IMach number

q dynamic pressure

S surface area

u, v, w pertubation velocities

x. y, x Cartesian coordinates

o angle of attack

sideslip angie

S control surface deflection angle

C, n integration variables

# velocity potential

square matrix

I I column matrix



P7-2

1. INTRODUCTION

A computerized aerodynamic analysis capability is essential for the development of
modern flight vehicles such as guided weap-ns and supersonic fighter aircraft. In the
exploratory phase of a development, ni.-nrnis configurations are studied to evaluate
concepts, and design iterations are tie to optimize selected configurations on the
basis of stated performance, stability and control requirements. This dictates the
choice of at" aerodynamic analysis code which is not only accurate but also fast and
user-friendly.

During the past few years, advances In computational fluid dynamics (CFD) and the
Introduction of supercomputers have rendered feasible the computation of 

3
-dimensional

viscous flow fields around complete aircraft configurations (Refs. 1 and 2). However,
this capability was achieved at the expense of professional and computer ressources
which are still measured respectively in weeks and hours to run a single case.

The purpose of this paper Is therefore to describe briefly a user-friendly CFD code
which offers the advantage of requiring only moderate computer ressources, and to
present the results of test ca-es which were used for its validation.

2. CFD CODE DESCRIPTION

FAD is a finite element aerodynamic code which is based on the development of small
perturbation theory for the solution of partial differential equations governing
potential flow fields around filight vehicle configurations at subsonic and supersonic
speeds. The theory is valid for a fluid flow which is steady, nonviscous, compressible,
Irrotational and isentropic.

The code is linked to the ANVIL-4000 computer aided design and manufacturing
(CAO/CNM) system (Ref. 3) to facilitate the process of defining the geometry of
multi-component configurations which are approximated be grids of finite el-ents. The
coiputational procedure is coded in FORTRAN IV on a Honeywell DPI 8/70C digital computer
and is illustrated by a general flowchart in Fig. I. For a given configuration and Mach
nosher, FAD calculates a downwash matrix, an aerodynasic influence coefficient :atrix, a
panel force matrix, , panel pressure 'oefficLent matrix and a set of stability
derivatives.

The configuration planforn is approxinted by a grid of small quadrilateral panels

as sho in Fig. 2. The coorItnates of the panel corner points define the boundaries of
constant pressure surface vortex sLngulariltie which are used to represent planforn
Incidence and interference effects. The potential function for this type of ingularity
is gfven by

H K z(x-)ddn [ +i-kfvdd ri7 ff y y) 2 *] z 2> +- (y) +, z [(-) +l (1--JJ (y-,1)2 +

where K = ').5 for '1(1.0 (subsonic flow), K = 1.0 for M)1.0 (supersonic flow) and which
sittsftes Pranilti's linearized equation, for small pertoirhatioss, of a steldy
irrotational flow of a aon-viscous compressinle fluid. Prandtl's equation is written
as

1-22) a
2
p + 3

2
p + kt - 0 12

a 2 3y
2  

av
2

The thren velocIty components of the perturbed flow field can therofore be obtained by
differentintlon of the potential function, i.e.

u - 3j, v = 1 and w - 3 [3]
ax ay 1z

The solutions of these equations are given to Ref. 4. The particular solutLin for the
velocity component normal to a corner element of a panel is given by

w -K(ip/q)[('
2
.+I-M

2
)FF-L(P-P)-y P 6 [ [4[

where (Ap/q) is a unit non-dimenstonal pressure and L, F, F2, F5 F6 are fuctions
which depend on 4-oh number (M) and geometry. The downwash velocity Induced at a panel
control point (I) by a singularity of unit strength on panel (J) is thus computed by
superposltion of corner element solutions suich that

w = Will- 1"2 - w,,3 + J4 [51
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For a symmetric planform, the net downwash at (i) is obtained by adding the dowowash of
the image point to that of the control point. The elements of the downwash matrix are
then expressed as follows

w I [j--j 1 61

where Vwl represents the downwash at an image point. For an unsymmetric planform,
" 0. The aerodynamic influence coefficient (AiC) matrix is defined such that

1- jJ1 - IS,) [-',j)-' [7 1

W {here IS1  is a column matrix of panel areas and where each element of the AIC matrix
represents the load induced on panel (i) per unit incidence of panel (J), divided by
dynamic pressure. The total aerodynamic load on a panel is then equal to the sum of the
loads on the panel caused by all the other panels such that

{Lil " q[il] {oJI [6]

where q is the dynamic pressure and jaj) is a column matrix of panel incidences. The
pressure coefficient of a panel is then given by

cpt I} q-1 IL) / ISt} [91

The aerodynamic forces acting on a multi-component configuration such as the one
given in Fig. 2 are determined by integration of the load distributions given by eq. 8.
Filling the matrix ja with equal panel deflections is equivalent to setting the

configuration planform at an angle of attack and the calculation of the corresponding
sta ,ility derivatives follows thereoff. Control derivatives are obtained by setting all
the elements of the matrix fajI equal to zero, with the exception of those elements

corresponding to the panels of the selected control surface.

FAD incorporates tntetactive subroutines with colour graphics, for flow
visualization on the complete configuration, and options to select the configuration
components for which the computed pressure distributions are to be displayed. Examples
are given in Figs. 3 to 5, where pressure distributions are shown for the body, canard
control surface and tall surface of the guided weapon of Fig. 2.

3. CFD CODE VALIDATION

Test cases which were used to validate the FAD code range from simple wing shapes
to more complex guided weapon and aircraft configurations. Five cases, listed in Table
i, are presenteC to demonstrate the main capabilities and limitations of the code.

TABLE I

FAD Code Validation Test Cases

TEST CASE PITCH YAW CONTROL MACH

ONERA M6 Wing . 0.70, 0.84

AGARD Model "S" / Sub, Trans, Super

USAF Guided Weapon I 4 /

NASA Cruise Missile I I / /

CF-iA Aircraft ' 0.4, 1.2, 1.6
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3.1 Test Case 1: ONERA 46 Wing

The ONERA 46 wing Is a research wing with a simple trapezoidal planform of low
sweep (30' at leading edge) and moderate aspect ratio (3.8). Its planform was
approximated by the grid shown in Fig. 6. The wing pressure and sectional lift
coefficient distributions were computed for two different lifting cases: a subcritical
case (M-0.70, a-6*) and a supercritical case (M-0.84, a-3). The computed pressure
distributions are shown in Figs. 7 and 8. The computed spauwise distributions of the
sectional lift coefficients are given in Figs. 9 and 10, where they are compared to
those available from the wind tunnel data of Ref. 5. As shown in Fig. 9, very good
agreement between theory and experiment was obtained for the subcritical case. The
agreement between theory and experiment is not as good for the supercritical case, as
shown in Fig. LO. However it is fairly reasonable, considering that the computed value
of the wing lift coefficient (0.234) Is 8% above that obtained from the wind tunnel.

3.2 rest Caso 2: AGARD Model "8"

The AGARD model S is a wing-body calibration model which was standardized for high
speed wind tunnel testing, but for which exists a wealth of data down to Mach 0.7 (Refs.
6 to 8). Its geometry is given in Fig. II. The cylindrical body is 8.5 caliber long
with a 3.0 caliber oglve nose. The wing has a delta planforai with a 60* leading-edge
sweep. The model normal force and nitching moment slopes due to angle of attack (C,

nd Ca) were computed for subsonic, transonic and supersonic Mach numbers. The

variation with Mach number of the computed CN and C., derivatives are compared to wind

tunnel data (Refs. 6 and 7) in Figs. 12 and 13. As shown in these figures, the
variation with 'Mach number of both derivatlves Is well predicted by the FAD code. The
computed values are well within the bounds of the experimental data for subsonic and
transonic speeds, but on the outer edge for supersonic. Considering that only 28
elements were used to model the wing, a finer grid would have yield better accuracy.

3.3 Test Case 3: USAF Guided Weapon

The USAF guided weapon, which is shown in Fig. 2, features a symmetrical canard
configuration with movable cruciform control surfaces located on the forward body and
mounted 0., line with fixed cruciform tall surfaces of low sweep and noderate aspect
r-tio. The configuration angle of attack and control deflection derivatives were
computed far subsonic and low transonic Mach numbers. The computed values of C, and

C are compared to those of wind tunnel data in Figs. 14 and LS. The wind tunnel data

was obtained from Ref. 9. The comparison shows good agreement between theory and

experiment uip to Mach 0.8 where the asults start to diverge because of theory
limitations. The theory being linear it is also valid only in the low-angle-of-attack
region of attached flow where viscous effects are small. This is shown in Fig. 16,
where the theoretical and experimental variations with a of the configuration normal
force coefficient are given at Mach 0.6. No disagreenent is noticeable between theory
and experiment for angles of attack below 5' However, the theoretical predictions
fall short of the experimental data above this value. The expcrlaental normal force

coefficient is 15% higher than its predicted value at the test maximum a - 13'. The
development of a verrIcal vortex sheet at the tip of the tail surface may account for
the difference. As the angle of attack Increases, the vortex sheet start to act as as
endplste changing the tali lift distribution over its planform. In the outboard region
of the tail the local lift is Increased and the net effect is to raise the v lue of the
normal force coefficient above its value predicted by linear potential flow theory.

3.4 Test Case 4: VASA Cruise Missile

The NASA cruise misalle model, which is shcin In Fig. 17, has a wing with 58' of
leading-edge sweep and conventional aft tal surfaces with 63' of leading-edge sweep.
The wing and tail surfaces are attached to a body of circular cross section. A
s nlated equipment Fairing is attached along the center line on the ,nderside of the
body. The configuration longitudinal and lateral aerodynamic characteristics were
computed as outlined in Section 2.0 for subsonic, transonic and supersonic Mach number;.
The resoIts for the lift-curve slope, CrL, and the aerodynamic center, ac, are given In

Figq. 18 and 19, while those for the sideslip derivative, Cy , and toe lateral center of

pressure, c.p., are given in Figs. 20 and 21. Overall, the comparison of the
theoretIcal resalts with the wind tnnel data of Ref. L0 reveals the agree,neat between
theory and experiment even in the transonic region. This is due in part to the high
sweep angle of the wing and tails. The location of the ac, expressed Ir per,.,,, of wing
mean aerolynamtie chord, was especially well predicted by theory. As shown in PIg. 19,
the ac location Is constant over the sahsonic range, and shifts rearward about 25% from
subsonic to sipersonIc sp'ds.
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3.5 Test Case 5: CF-18A Aircraft

The CF-18A Hornet is a single-place, twin-engine supersonic fighter/attack aircraft
built by 'IcDonnell Douglas Corporation. Its configuration is characterized by a
aid-wing with a large highly swept leading-edge extension, all-moving horizontal tail
surfaces and twin vertical tails. The wing is moderately swept (20* at c/

4
) and its

aspect ratio is equal to 3.5. The finite element grid which was used to approximate the
aircraft configuration planform is shown in Fig. 22. Planform subsonic and supersonic
toad distributions were computed for unit angle of attack and horizontal tail control
deflection cases. Longitudinal aerodynamic characteristics were determined by
integration of the load distributions. Computed values of the aircraft lift-curve slope
and aerodynamic center are given in Table I at Mi1.2 and 1.6, for which wind tunnel
data was available (Ref. 11). As shown in this table, the discrepancy between
theoretical and experimental data is less than 5% for the lift-curve slope. Also, the
location of the aerodynamic center was predicted within 10% of the wing mean aerodynamic
chord. The aircraft theoretical incremental pressure coefficient distribution due to a
one degree deflection of the horizontal tall surfaces is shown in Fig. 23 for a low
speed condition. Experimental horizontal tail power data was available only for this
condition. Computed horizontal tail control effectiveness and power coefficients are
given in Table III and compared to the experinental data. The comparison shows
excellenL agreement between theoretical and experimental data, the discrepancy between
the two sets of data being less than 5%.

TABLE II

FAD Code Validation Test Case 5
CF-18A Aircraft

Supersonic Lift-Curve Slope and AC

DATA CL. (deg
-
') ac (% )

M-1.2 M-1.6 M=1.2 4-1.6

Theory 0.100 0.075 49 64

Wind Tunnel 0.100 0.072 58 58

% Discrepancy 0 4 9 6

TABLE III

FAD Code Validation Test Case 5
CF-18A Aircraft

Low Speed Horizontal Tail Power

DATA CLH (deg-') Cm6H (deg-')

henry 0.0146 - 0.0175

Wind Tunnel 0.0150 - 0.0180

Z Discrepancy 3 3

4. CONCLUDING RINAIKS

A computational fluid dynamics code has been described and some test cases which
where used for its validation have been presented. The combination of small
perturbation theory and finite element techniques has been shown to provide valid
results in the subsonic and supersonic speed regimes for simple and complex
configurations at low incidences. Limitations at transonic speeds and at high angles of
attack have been discussed. Based on the results of the validation, it is concluded
that this CFD code can be used with confidence dunf g the exploratory phase of a
project, to predict some of the aerodynamic characteris,'cs of flight vehicles of fairly
complex shapes such as guided weapons and supersonic fighter aircraft.
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STABILITY DERIVATIVES

FICURE I - FAD: Finite element aerodynamics program
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Summary

A comparison of a revised BGK code, GRUMFOIL, and the DRELA code from KIT (modified by
Boeing) is here presented. The results are compared against experimental data for four different
airfoils with relative thickness from 10% to 21%.

Nomenclature

b tunnel width k, parameter used in sidewall correction
c chord (12" for 16% airfoil, otherwise 10") M Barweli's sidewall corrected Mach
C0 drag coefficient nc,b Br

C0  vscos drg i CBUI'OL M number
CD_ viscous drag in GRUMPOIL M, m Murthy's sidewall corrected Mach

Cw drag measured by traversing the wake number

CL lift coefficient MT tunnel Mach number

CL lift coefficient measured by the balanceB PO stagnation pressure
CLc corrected lift ioefficient P_ freestream static pressure

CLp pressure integrated lift coefficient R, chord Reynolds number

CM quarter chord pitching moment x chordwise distancea angle of incidence
Cp pressure coefficient

C corrected pressure coefficient, also CpIc  T
p c 6* boundary layer Llaakness

Cp'm pressure coefficient corrected according to An a correction

Murthy AM Mach number correction (M_ MT+AM)
H boundary layer shape factor AMm sidewall correction to Mach number
k parameter used in sidewall correction according to Murthy

1. Introduction

This paper shows a comparison of three different two-dimensional transonic airfoil theories
and compares them to experimental data obtained in the NAE 1.5 m x 1.5 m blowdown aind tunnel with
a 38 cm wide 2-D insert. Four different airfoils of 10, 13, 16 and 21% maximum thickness are
considered in the study.

Previous comparisons made at NAE have been made using a revised Bauer, Garabedian and Korn
(BGK) [1) code. The comparison of theory and experiment after applying an upper and lower wall
correction has always looked fairly reasonable in most cases, even though BGK uses the non-
conservative formulation. Recently, however, GRUMFOIL [2,31 was made available to NAE through a
cooperative project with NASA, Langley on the CAST 10 airfoil. We were therefore interested in
studying the predictive capability of GRUMFOIL for our current four airfoils. Lynch 14,51 had
previously compared GRUMFOIL results against Douglas data obtained in the NAE tunnel and had found
good agreement if a four wall correction procedure, due to Murthy [6], was applied to the wind
tunnel results. The necessity for the four wall correction, rather than the standard upper and
lower wall correction only [7), is not clear since the sidewall boundarv layer growth is control-
led in the NAE tunnel by applying sidewall suction close to, and around, the airfoil. The suction
is intended to control the boundary layer so that it is roughly parallel to the sidewalls and
hence keep the flow two-dimensional. This two-dlimensionality has been confirmed many times with
flow visualisation. Nevertheless, in order to be consistent with Lynch's analysis we have here
applied the same four wall correction when comparing with GRUMFOIL.

The third code used in the comparison is an MIT code due to DRELA [8,91 and modified by
Boeing Commercial Airplane Co. [10]. This is a full Euler code with boundary layer accounted for
by the displacement thickness. With this code it was also found necessary to apply the four wall
correction procedure in order to obtain a meaningful match of theory and experiment. A major
feature of the DRELA code, unlike the others, is the inverse design capability, which is easy to
use and is consistent with the analysis mode - making it a powerful tool for airfoil development.

L ti ml m ann n BINBIN i
m
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The four airfoils used in the comparison were designed over the past several years beginning
with the thicker foils (16 and 21). At that time NAE and deHavilland were interested in thick
wing supercritical wing technology at a lift coefficient of about 0.6. They were designed with
slightly favourable pressure gradients up to the shock so that laminar flow would be encouraged-
They were also designed to have good drag performance under turbulent flow conditions. The
earlier results were encouraging enough to prompt a design of the thinner 10 and 13 sections.

Complete tests of all four airfoils were made for Reynolds numbers from about 6 million
(based on chord) up to 20 million and for a Mach number range from about 0.2 to beyond drag rise.
Lift coefficients from zero to post CL... were covered in most cases.

Since the NLF feature of these airfoils was the main part of the study, very few transition
fixed runs were made for the thinner airfoils (perhaps 6 runs for each). However, rather than
assess the airfoil codes under more complicated transition free cases, we decided in this paper to
concentrate solely on the transition fixed data. The computer codes were then much more robust
and results could be obtained relatively easily. Transition was fixed in all cases at 7% end 15%
chord on the upper and lower surfaces respectively.

Similar comparisons to those made here were reported in a recent viscous transonic airfoil
workshop [11). Several computer codes were compared with experimental data. Thece codes included
inviscid-boundary layer coupling methods including GRUMFOIL and ISES (DRELA and Giles) and a non-
conservative code by Desai and Rangarajan [12]. Also several Navier-Stokes codes were included.
The experimental data was taken from tests on NACAO012 and RAE2822. Also a 'Jones' airfoil was
included for which there was no experimental data.

In his concluding remarks on the workshop [111 Holst, rather wisely, left specific conclu-
sions about which methods are superior or inferior to the reader. The only obvious conclusion
apparent to the present authors is that the non-conservative formulation [121, similar to BGK in
that respect, generally showed a trailing edge pressure that was too high. This is confirmed by
our own experiences as shown later.

The present paper starts by describing the airfoil computer codes. The geometry of the four
airfoils is then outlined followed by a description of the wind tunnel facility. Next an inter-
emting method for extracting experimental wave drag and viscous drag is presented and finally
results of the comparison are given.

2. THE THREE AIRFOIL CODES

The first code used (11 is that developed by Bauer, Garabedian and Korn, which was later
modified to include Jameson's fast solver method. The method is non-conservative and uses, in our
case, Green's lag entrainment boundary layer method (13] for the turbulent flow and a compressible
Thwaites method for laminar flow. This is in contrast to the original code which used the Nash-
MacDonald theory with no allowance for laminar boundary layer growth. The viscous effects are
simulated by boundary-layer displacement additions to the airfoil surface while the wake is
modelled as a constant thickness extension of the trailing edge. An iterative inviscid-boundary
layer approach is used on both a coarse and fine mesh, the latter having 161 points on the
airfoil. Due to the code being non-conservative mass is created at the shock but a mass-flux
correction is applied to the drag. This code will be designated BGK for future reference in the
paper.

Melnik's GRUMFOIL code [2,31 was also used in the omparison. This is a fully conservative
formulation using a modified Green's lag-entrainment method and Thwaites' integral method for the
laminar flow up to transition. The turbulent boundary layer solution employs Carter's semi-
inverse scheme and a revised form of Green's method which is used on the airfoil and is continued
into the wake. The wake, wake curvature effects and the interaction effects at the trailing edge
are all incorporated into the code although the analysis is strictly true only for airfoils with
cusped trailing edges. A surface source velocity me* , i used to account for boundary layer
effects. In order to be specific in the options used Lh GtUMFOIL they were: IH1HB = 3, IMCE =
2 and ICF = 2 (as identified in Ref. 3).

The final code used was the Drela code [8) (referred Lo .s DRL on the graphs but also known
as ISES 19]). This code was developed by Drele as a Ph.D. thesis at N.I.T. Its use was made
available to the present authors through the courtesy of the Boeing Commercial Airplane Company in
Seattle. The Boeing version of the code is slightly different to the original version. In the
original form Drela solves the full Euler equations but in a streamline coordinate system which
has the advantage of reducing the number of unknowns per grid node from four to two. In the
supersonic zone artificial dissipation is included by using upwinded velocities. The turbulent
boundary layer and wake region are solved from the compressible momentum integral formulation with
a lag-dissipation closure. In the laminar region a two-equation model is used rather than the
more usual Thwaites' one-equation model; th~s is shown to give better accuracy than the latter
when compared to a full finite difference solution. Transition is predicted using a spatial
amplification theory based on the Orr-Sommerfeld equation. The program does not model the shock-
boundary layer interaction explicitly nor does it account for the wake curvature aft of the trail-
ing edge. Displacement thickness addition is used to account for the boundary layer.

Drela solves the entire equation set including the inviscid, viscous and matching conditions
as a coupled system by a global Newton method. In practice the method is quite efficient (about
one minute on a Cray 2) and fairly robust particularly when doing a sweep of a or CL values.
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In their modification of the code Boeing [10] have incorporated a better modelling of the
dissipation coefficient in the integral turbulent boundary layer equation. They show that their
improvement gives better agreement with experiment than the original code and also they show
improvement over BGK results (Program H, ref 1) when a comparison is made for several airfoils
including RAE 2622,

3. TE FOUR AIRFOILS

The four airfoils under study (Fig. 1) were designed jointly by NAE and deHavilland. The
study of this family of natural laminar flow airfoils has been continuing since 1982. References
14, 15, and 16 describe some of the work carried out on the 16 and 21% airfoils while a report to
be shortly released covers the total series [17].

The airfoils are of 10, 13, 16 and 21% maximum thickness to chord ratios, designated NAE
80-060-10(l), NAE 76-060-13(l), NAE 72-060-16(l) and NAE 68-060-21(1) respectively. The digits
express design conditions for Mach Number, lift coefficient and maximum thickness to chord ratio.
They were all designed using the modified BGK (11 computer code with user interaction to modify
the profile shapes such that the pressure distributions in the 'roof top' regions were relatively
flat or favourable. This was expected to, and did, give gradients favourable enough to encourage
natural laminar flow leading to very low drag figures [16). Design pressure plots are shown in
Fig. 2.

The majority of the tests were done with free transition but a comparison of the codes using
fixed transition only is covered in this paper. This is considered as a starting point for
further investigation with free transition conditions. We fixed transition strips at 0.07 x/c on
the upper surface and at 0.15 x/c on the lower surface. This fixing was done using #320 grit on a
strip about 1/10" chordwise.

Some features to note in the geometry of the four airfoils are firstly the trailing edge
thickness which is 0.5% in the earlier designs i.e. the 16 and 21% foils while it is 0.2% and 0.1%
for the later designs i.e. the 13 and 10% foils. This very thin trailing edge was considered
advantageous in drag ieduction for NLF airiil design. The second feature to note is the trailing
edge angle which is 6.40, 6.4o, 9.0

° 
and 11.40 for the 10, 13, 16 and 21% foils respectively.

Clearly GRLOIFOIL, which is accurate only for small trailing edge angles, may have problems with
the latter two airfoils.

4. THE EXPERIMENTAL FACILITY

All the airfoil experiments were carried out in the NAE 1.5 m x 1.5 m wind tunnel with a 38
cm A 1.5 m 2-D insert (Fig. 3). Sidewall suction is applied to control the boundary layer growth
on the tunnel sidewalls and so give good two dimensional flow. The tunnel interference effects of
the porous top and bottom walls are accounted for by using Mokry and Ohman's theory (7]. The tun-
nel is capable of high Reynolds number operation due to the high pressures that can be attained.
Further information can be found in References 18 and 19.

4.1 WALL CORRECTION PROCEDURES

Our standard NAE correction procedure is based solely on the top and bottom wall corrections
of Mokry and Ohman [7]. We surmise that this procedure, although essentially only for top and
bottom wall effects also includes any residual (after suction) sidewall effects since these would
change the vortex strength (from the lift) and be noticeable in the far field solution which is
used in Mokry and Ohman's theory. So far this has yielded satisfactory data which has compared
reasonably well with the BGK code for some airfoils.

However, it is known [201 that GRUMFOIL and, it transpired, the DRELA code require an extra
correction to the Mach number Me to provide satisfactory agreement with experimental data. Lynch

made a thorough study [4,5] of Douglas data from the NAE tunnel and compared to GRUMFOIL and BGK,
with the conclusion that a four wall correction procedure based on Murthy's work [6,7] gave an
extra AM and so obtained a good comparison of theory and experiment with GRUMFOIL. BGK results,
using the two wall correction, were not so good.

The four wall correction procedure used by Lynch and developed by Murthy is based on the
earlier work of Barnwell (21] and Sewall [22]. The so called sequential procedure has been
applied by Kemp [23] and Murthy [6]. In this procedure the freestream tunnel Mach number is modi-
fied for the sidewall boundary layer growth according to the formula

Mc,b MT
( 2-M ,3/4 2 3/4

c ,b) ( -M gk)

2S.. (2+w-M) (1)
k = 1-*(21-

The boundary layer properties 8* and H are measured along the empty tunnel sidewall at the model
location. Barnwell and Sewall also modify the pressure coefficients by a factor

MT 2/3

b
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and correspondingly modify force and moment coefficients, in particular CL. These modified CL and

CP wall values are then used to compute the top and bottom wall interference corrections. Kemp

123: uses the TWINTAN small disturbance code.

Murthy 161 extended Barnwell and Sewall's theory for the sidewall boundary layer correction
to allow for a more realistic variation of the boundary layer induced spanwise velocities. His
theory leads to the correction formula.

c,m (k)/2 (2)

Hurthy states that this is valid from subsonic to transonic speeds and agrees with Barnwell-Sewall
correction at transonic speeds for small values of k. Now k in the NAE tunnel is fairly constant
(little variation with MT) and has a value of about 0.04. Thus in our case the Barnwell-Sewall

correction to Mach number would be typically -0.017 while Murthy would give about -0.014.

In addition to computing the corrected Mach number from (2) Murthy also corrects pressures
and forces by the factor

(l+k) /2 for subsonic speeds

(l+k) 
1
/3 for transonic speeds (3)

Unfortunately in the wind tunnel environment we cannot correct HT and Cp independently since

Cp is determined from a static pressure measurement pS, a stagnation pressure pO and a corrected

Mach number as follows. Freestream static and dynamic pressures become

p ( 12 35Pc /(l Mc)

q-c 0.? P,c M
2

-c

Cpc PS - P-,c
_pc= q,c

Comparing the corrected Cp to the uncorrected value (CpT) gives

Cp,c  A Cp,T + B (4)

where A 1+-

(1_ 2 -3 5 1 2 -3.5(lTt) "- (1-H )

and 8 =c
1 2 -3 5 2

0.7 (1'5 N) c

Clearly the Cp correction from (4) is quite different to that of Murth>' (3) since (4) involves a

shift as well as a scaling. Numerically B is about -0.034 (MT = 0.8, Mc = 0.785) which seems to

be a significant amount. Likewise A is about 1.023. In contrast Murthy's factor ti+k)
1 /3 

is
1.013. This shows that there is a significant difference between Murthy's Cp correction formula
and the true wind tunnel correction for Cp. One can see that for CPT = -1 for example (close to

a 'rooftop' value) the following values would be obtained.

Cpm = -1.013

CpC = -1.057

Thus it is doubtful to the present authors that the Murthy corrections to Cp are consistent

(except for first order small perturbation theory) since a correction to freestream Mach number
must lead to a scaling and shifting of the Cp data.

Now if the Cp values were to be modified according to (4) i.e. consistent with a corrected

Mach number, we could then compute corrected rail pressures and corrected lift. Then following
the sequential approach of Murthy 16) and others (23), we could then apply corrections to account
for the upper and lower walls. The method of correction at NAE, due to Mokry and Ohman [7),
involves a fast Fourier transform to compute AM and Au.

L

1.
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However, making such a sidewall correction to MT and CpT at the rails will, in Mokrys

theory, produce the same final result Mc as if no sidewall correction had been applied. This pro-

perty is known as autoconvergence or autocorrective and has been noted previously (GARTEUI action
group [241). As a check that this property does hold in practice with actual data we computed one
case with differing H. The results of this are shown in Table 1. It can be seen that the final

Mach number in case A is 0.763 while in case B it is 0.764. Thus in practice the autocorrective
feature is confirmed to within 0.001 of Mach number.

It appears then that sequential approach of Murthy [6] will not change the final corrected
Mach number obtained after applying Mokry's top and bottom wall correction procedure. Lynch [4]
in his comparison of NAE wind tunnel data assumed the correction due to Nurthy was simply additive
to the top and bottom wall correction of Mokry. This implied that an extra correction, possibly
due to local sidewall boundary layer thinning in front of the airfoil, of about 0.014 is also sub-
tracted from MT as well as Mokry's AM which is also of order 0.014 for higher lift cases. Fig. 4

shows the correction to Mach number according to Murthy's formula based on NAE 6* and H meanlre-
ments. These were used in comparisons shown later.

Lynch 141 corrected the Cp surface values by first using okry's correction to AM (as in

equation (4)) and then scaled Cp according to the apparently inconsistent formula

Cp'. = Cp,T (l+k)
1/ 2  

(5)

The reason for using the power 1/2 rather than Murthy's 1/3 in transonic cases is not clear.
Lynch showed very good agkeement between his experimental data and results of GRUMFOIL. We will
be doing a similar comparsun in this paper to try and repeat Lynch's good agreemnt for our air-
foils, albeit in the knowledge that the scaling (5) is not consistent.

It is worth noting that Murthy [251 later modified his theory to account for the finite
aspect ratio of the model width to chord. In this case the k given in (1) is modified Lu La

k * .2 2 k2

m b T-r sinh k2
b

where k, = eb

Murthy recommends using the length scale Z equal to 2c. Numerically thcs has the effect of making
km about 0.03 (k = 0.04) and reducing the Mach Number correction from about 0.014 to about 0.011.

5. EXTRACTION OF VISCOUS DRAG AND WAVE DRAG

Elfstrom's symmetric wake approach [26] is used to extract the individual wave drag and vis-
cous drag contributions to the total drag. This method assumes that the unequal momentum deficit
coming from the upper and lower surfaces of the airfoil quickly interact through high viscous
shearing forces to produce a symmetrical wake pattern, provided that there are no shock waves pre-
sent. This assumption was validated by both Lynch [4] and the present authors by examining many
profiles. Typical examples are shown in Fig. 5. Scans 2 through 5 are almost symmtric about the
peak and thus indicate very little drag due to the shock wave. This is confirmed by looking at
the pressure plots, Fig. 6, which show no shocks or very weak ones for these scans.

A further assumption is made that the momentum deficit due to the shock wave is not spread
out appreciably by the viscous shearing forces but rather produces a 'tail' in the wake drag curve
as shown in Fig. 5. Thus by subtracting the symmetrical part of the drag (usually twice the lower
side contribution) from the total wake drag one can evaluate the wave drag. Table 2 shows the
breakdown of total drag into viscous and wave drag for the same cases as Fig. 5.

A comparison is made later on of the viscous and wake drag contributions from the three codes
and compared to experimental data extracted as outlined above. To extract the two contributions
from the theories we used the authors' methods as follows.

For the BGK code the wave drag is computed according to Garabedian's formula given in Ref. 27
(as incorporated in Program H and modified in SCWIII [1]). The boundary layer effects though are
computed using Green's boundary layer method (13], rather than Nash-MacDonald in the original
code. The viscous drag in the BGK code is computed from the Squire-Young formula.

In GRUMFOIL [2,3] CD is computed from integration of pressure and skin friction over the air-

foil surface. The viscous drag is denoted by CD, and is computed from the wake momentum thickness

far downstream (i.e. 2e). It is stated [2] that the difference between CD and CD is a relative-

ly accurate measure of the wave drag. Thus we use Grumfoil's CD and CD-C0  to represent the

viscous and wave drags respectively.

In the DRELA code [8] the total drag is calculated from the momentum deficit obtained by
integrating vertically at a station far downstream. The integration includes the viscous wake
effect as well as the 'entropy' wake due to the shock. To compute the drag due to the shock wave
alone a similar integration is made using local stagnation conditions. In this case we define
'viscous' drag as the difference between total drag and wave drag.
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6. RESULTS

6.1 PRESSURE DISTRIBUTION AND DEA,

Firstly, the codes and their operating conditions are summarized below.

BGK - same M_ and CL as experimental M. and CL,

GRM (GRUMFOIL) - M. determined by applying an extra AM to M., see Fig. 4. This correction is due

to Murthy [61 and was used by Lynch [4). It is thought to be due to sidewall boundary layer
effects near the airfoil. This phenomenon is currently under study at NAE.

The lift is obtained by caling CLC by (l+k)
1 2

. Experimental pressures Cp are also scaled
c pc

by the same factor. As pointed out earlier the present authors consider this inconsistent; how-
ever Lynch (4) did show good agreement with GRUMFOIL when using this scaling.

DRL (Drela modified by Boeing)
The same adjustments to M. and CL were made as for GRUMFOIL. Note that small differences may

sometimes appear due to slightly different interpretation of AM.

Now, using the above scaling of CPc yields different experimental data (CpC for BGK but

(14k)
1
/
2
Cp for GRM and DRL) thus making plots on the same graph difficult. To get around thisc

problem we simply use the same Cpe (experimental) on the graph but scale the results of GRM and

DRL by (l+k)
-
1/2

.

On the plots to follow the notation below has been used.

M freestream Mach numbez. Xokry and Ohman correction for the experiment and BGK. A further
AM correction, possibly sidewall, for GRM and DRL.

CLP pressure integrated lift value. For GRM and DRL scaled by (l+k)
1/2 .

M,
RN scaled by approximately R. for GRM and DEL

ALP angle of incidence corrected by Mokry and Ohean formula (7]. BGK, GRM and DRL computed to
keep the lift at the required value (corrected as above).

CMP pitching moment from pressure integration

CDW drag due to the shock wave (see earlier section)

CDNW drag due to viscous effects (total drag minus CDW)

CDT total drag

MMAX maximum Mach number on the upper surface

MSH Mach number before the shock

XSH location of shock wave, taken where ML = 1.1

NAE 80-060-10 (1)
A typical almost shockless result is shown in Fig. 7 and a supercritical result in Fig. 8.

It can be seen that GRUMFOIL and DRELA give, in the weak shock case, a better prediction of sur-
face pressures. BGK shows lower Cp's on the upper and lower surfaces and higher pressures in the

'cove' region on the lower surface as well as a higher trailing edge Cp. In the supercritical

case GRUMFOIL gives the best prediction of shock location and is generally good overall. BGK

shows a post shock acceleration which is typical in other cases also.

As the lift is increased just beyond the linear portion of CL-a it can be seen (Fig. 9) that

GRUMFOIL is generally good except for a strong overshoot aft of the shock. The DRELA code in this
case predicts the shock too far forward while BGK is fairly representative of the pressure distri-
bution except for post shock behaviour and the usual lower surface 'cove' region overprediction
and trailing edge pressure too high.

In order to draw global conclusions about the comparison of the codes with experiment we
present in Fig. 10 charts which show MSH, XSH, MMAX, CDT, CDW and CDNV plotted with experimental
values vertically and theoretical values horizontally. An exact match would, of course, have all
the points on the 450 line. Note that MSH is not always easy to ascertain as the theoretical
shock is spread over 3 mesh points and there may be pressure variation just prior to the shock;
likewise in the experiment there may be some amounts of scatter, On the other hand XSH and MMAX
are well defined so more trust can be put in these comparisons. Looking at the results for MMAX
is it clear that GRM is the best with the other two codes underpredicting maximum Mach number.
Also GRM gives very good shock wave predictions except for shocks at around 60-70%.

In the total drag comparison BGK and DRL are generally about 7 counts too low while GRM shows
more scatter with a mean about 8 counts too high.
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NAE 76-060-13(1)
A typical comparison of Cp is shown in Fig. 11. Again BGK shows a large acceleration after

the shock. Both GRM and DRL show very good agreement in this case.

Overall, as shown in Fig. 12, GRM and DRL appear to give the best prediction of MMAX and XSH.
For total drag, BGK is about 12 counts too low, DRI. 10 counts too low and GRM again shows more
scatter and is about 8 counts too high.

NAE 72-060-16(1)
A typical comparison is shown in Fig. 13. It can be seen that BGK is still predicting too

high a Cp in the lower surface cove region and at the trailing edge; the post shock acceleration

is also present, but this shows now also in the experiment. GRM seems still to give a reasonable
prediction with DHL somewhat further from the experiment.

Overall BGK now shows a prediction of XSH and MMAX equally as good as GM (see Fig. 14) while
DRL seems to have far more scatter further from the 45c line.

Drag scatter is in this case far greater than for the 10 and 13% airfoils. BGK indicates
levels about 16 counts too low, DRL about 6 counts too low while GRM is very scattered but with a
mean close to the 4 5n line.

NAE 68-060-21(1)
A result near the design condition is shown in Fig. 15. BGK is predicting the shock too far

back while GR seems to give a fair overall pressure prediction (which is surprising given that
the airfoil has an 11.40 trailing edge angle). DRL is now showing a larger discrepancy than
previously observed.

However at lower incidences where the flow is only just supercritical (Fig. 16) it can be
seen that both GRM and DRL do a poor job near the leading edge with too much acceleration on the
upper surface and too little on the lower surface. Also GRM is predicting separation at the start
of the lower surface cove at about 60% chord. BGK on the other hand is generally well behaved
except for over-prediction in the lower surface cove area.

Because of the poor performance of the codes for this airfoil overall plots were not
attempted.

6.2 DRAG RISE PREDICTION

For the 10% and 16% airr ils there was sufficient data to estimate drag rise at CL = 0.6, see

Fig. 17. It can be seen that drag rise prediction is very good for both airfoils except for BGK
being somewhat too low in the case of the thicker foil.

G6M is consistently high in drag levels. BGk is too low up to drag rise while DRL is very
good for the 16% foil but too low in drag level for the 10% airfoil.

7. CONCLUSIONS

three theoretical computer codes - a modified BGK, GUMFiL, a-6 Lhe DRL A -ode from MIT
(modified by Boeing) - have been used and the results compared to data obtained in the NAE 1.5 m
1.5 m wind tunnel facility. Four different relative thickness airfoils, ranging from 10% to 21%,
were considered in the study. Only transition fixed cases were included.

For the 10 and 13% airfoils the GRUlFOIL code seemed to give the best prediction when scaling

pressure coefficients and lift by the Murthy factor (l+k)l/
2 

and also changing freestream Mach
number again by Murthy's extra correction. This extra correction may be due to sidewall boundary
layer growing or diminlling along the sidewall; this is currently under study at NAE. The

present authors do not agree with the (b+k)
1 /2 

scaling of the pressure coetfifx.nt a N urtly 1-L
certainly this scaling does produce a good prediction from the GRUMFOIL code as found also by
Lynch (4].

For the 16% airfoil the correlations were not quite as good as for the thinner foils; BGK and
CRtMFOIL showed equally well in the comparisons.

In the case of the 21% airfoil none of the codes was satisfactory. GRUAFOIL showed a reason-
able prediction near the design condition but gave a poor prediction at lower lift conditions
particularly near the leading edge.

Further studies are being undertaken to determine whether a Mach number correction due to the
sidewall boundary layer is needed. If so, then correct scaling of Cp must be applied and further

correlations made.

The present study attempted to isolate wave drag from viscous drag following the process
described by Ilfstrom (261. This may be a useful method for future analysis of drag components.

L
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CASE A. RUN 32966

M a Q CL
B  

Cm

Uncorrected 0.771 3.39 39.93 0.704 -0.0867
Corrected 0.763 2.72 39.41 0.714 -0.0879

CASE B. RUN 32966

Uncorrected 0.748 3.39 38.39 0.732 -0.0902

Corrected 0.764 2.69 39.43 0.714 -0.0878

TABLE 1. Effect of Different Kr on the Top and

Bottom Wall Correction Using Mokry and

Ohman's Theory [71.

RUN PROBE ... ....... DRG ............

SCAN VISC. AVG. 8AVE AVG. TOTAL AVG.

31278 1 1 0.0125 0.C022 0.0147

31278 1 2 0.0118 0.0016 0.0134

31278 1 3 0.0106 0.0116 0.0013 0.0017 0.0120 0.0133

31278 1 1 0.0109 0.0002 0.0110

31278 1 2 0.0106 0.0007 0.0112

31278 1 3 0.0101 0.0105 0.0007 0.0005 0.0107 0.0110

31278 1 1 0.0106 0.0004 0.0110

31278 1 2 0.0107 0.0004 0.0111

31278 1 3 0.0101 0.0105 0.0003 0.0004 0.0104 0.0108
31278 1 1 0.0108 0.0003 0.0111

31278 1 2 0.0110 0.0001 0.0111

31278 1 3 0.0106 0.0108 0.0002 0.0002 0.0108 0.0110

31278 1 J 0.0111 0.0001 0.0113

31278 1 2 0.0101 0.0011 0.0112

31278 1 3 0.0109 0.0107 0.0001 0.0005 0.0110 0.0112

31278 1 1 0.0114 0.0002 0.0116
31278 1 2 0.0125 0.0003 0.0129

31278 1 3 0.0110 0.0116 0.0015 0.0007 0.0124 0.0123
31278 1 1 0.0104 0.0045 0.0149

31278 1 2 0.0118 0.0042 0.0160

31278 1 3 0.0108 0.0110 0.0042 0.0043 0.0151 0.0153
31278 1 1 0.0127 0.0073 0.0200
31278 1 2 0.0122 0.0087 0.0209

31278 1 3 0.0129 0.0126 0.0061 0.0074 0.0190 0.0200

31278 1 1 0.0204 0.0187 0.0391

31278 1 2 0.0130 0.0183 0.0313

31278 1 3 0.0113 0.0149 0.0150 0.0173 0.0263 0. 322

31278 1 1 0.0423 0.0251 0.0674

31278 1 2 0.03S2 0.0182 0.0563

31278 1 3 0.0164 0.0323 0.0229 0.0221 0.0393 0.0543

TABLE 2. Drag, CDW, on Three Wake Probes Downstream
of the Model (the fourth, nearest the wall,

is ignored)
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Solution error estimation in the numerical 
predictions

of turbulent recirculating flows

R. Kessler, M.Peric, G. Scheuerer

Lehrstuhl f r Str6mungsmechanik
University of Erlangen-Nfirnberg

Egerlandstr. 13
D-8520 Erlangen, FRG

SUMMARY

The paper presents an efficient method for numerical solution error estimation and
its application to numerical predictions of turbulent recirculating flows. A finite
volume method with colocated variable arrangement is employed to solve the flow and
k-E turbulence model equations. The two-dimensional, turbulent flow over an obstacle in
a plane channel is selected to demonstrate the necessity of the error estimation. Recent
laser Doppler measurements are available for this geometry. The error estimation method,
which is applied to each solution variable, serves two purposes. Firstly, it aids in the
construction of an optimum numerical grid. Secondly, the information on the location and
magnitude of the numerical errors is essential to draw reliable conclusions from
comparisons of numerical results and experimental data. The procedure outlined in the
paper is based on Richardson extrapolation and enables an accurate assessment of the
performance of the employed turbulence model and, hence, of the complete numerical
solution method.

1. INTRODUCTION

Despite the development and use of high performance supercomputers, turbulence
models will have to be employed for calculating high Reynolds number flows of practical
interest in the near future. Therefore, the study and assessment of the performance of
turbulence models is of great importance. Turbulence models usually are assessed by
comparing the calculated results with reliable experimental data. However, the numerical
results do not only depend on the mathematical model used, but are also influenced by
the solution errors produced by the numerical scheme. The experimental results used for
comparison are imperfect too, e.g. due to inaccuracies of the test section, measurement
errors and deviations from idealized assumptions (2-D flow, boundary conditions, etc.).
Numerical errors do not always increase the discrepancy between numerical results and
experimental data. For example, numerical dissipation produced by inadequate grids in
connection with first order differencing can hide possible shortcomings of a turbulence
model and pretend a good agreement of the calculated results and the measured data. For
this reason, a comparison of the numerical results and experimental data and an
estimation of both the solution errors and the measurement uncertainties is necessary to
evaluate and - in turn - further increase the performance of turbulence models.

Solution errors in numerical calculations depend on many facts, e.g. the numerical
grid used, the order of the discretization scheme and the particular physical problem. A
simple method to obtain quantitaive information about solution errors is the Richardson
extrapolation. In this paper, the successful application of an error estimation based on
this technique is shown by calculating the turbulent flow over an obstacle in a plane
channel. A finite volume method is used for solving the two-dimensional mean flow
equations in connection with the k-E turbulence model. The results demonstrate clearly
that extremely fine grids are necessary to reduce the solution errors below a reasonable
value. The comparison of the accuracy-checked numerical results with the experimental
data shows the shortcomings of the turbulence model employed and thus gives a sound
basis for further turbulence model developments.

2. MATHEMATICAL MODEL

The results presented in this paper are based on the two-dimensional, time-averaged
equations for the conservation of mass and momentum. Assuming incompressible flows these
equations read:

8(pU) 8(pV)
(1) as 8Y

+ O(pUV) OP O(pi) o(piw)
(2) Os + Y . . 8

(3)O(pUV) O(pV') OP (P) (p)
at + 8V &Z By

with the mean velocity components U and V in the x- and y-direction, respectively, theL
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mean pressure P and the constant density p . The velocity component fluctuations are
represented by the lower case letters u and v; overbars indicate the time-averaged
quantities. The viscous terms in Eqs. (2) and (3) have been dropped due to the assump-
tion of a high turbulence Reynolds number.

The Reynolds stresses -pu , -pv2 and -pv appearing in the momentum equations

result from averaging the nonlinear convective terms. They are related to known
quatities by a turbulence model. In the present paper the k-E turbulence model proposed
by Launder and Spalding [1] is employed. This model uses the eddy viscosity concept to
relate the turbulent stresses and the mean stain rates:

OU
2

(4) = p, - p

(5) -;2 p, pk

(6) a ( + T. 8 i

The eddy viscosity gt is made up by the turbulent kinetic energy k =1/2 (7, + v +.2
and its dissipation rate E:

(7)),

where isan empirical constant given below. The distribution of k and e is determined
by semi-empirical transport equations for these quantities:

0(pUk) +8(pVk) 8_ +__ a_ ___ -+P
va s- 8 (s b u a l ] a _a

((pt 0) c( 1=1.44, + \=8.92, a. .

(9) am Y T- -I ) + L) + (C.ETPh - pC.20

(10) Ik=P[2 _+2(U'+ U +O)2

Equations (I)-(10) form a closed system to calculate the five unknowns U, V, P, k
and E . The empirical constants appearing in these equations are set to the standard
values suggested by Launder and Spalding [1]:

(11) c,=0.09, c,1 =1.44, C,2 =.92, oa=l.O, o,,=1.3

3. NUMERICAL MHOD

A finite volume method (FV) is employed to solve the continuity, momentum and
turbulence model equations. In this section, the main features of this numerical method
are discussed briefly. A more detailed description is given by Peric et al. [2].

Contrary to many conventional FV methods (e.g. Patankar 13]) employing a staggered
variable arrangement to avoid oscillatory pressure and velocity fields, the present
method is based on a colocated variable arrangement. The velocity components as well as
all scalar variables are stored in the geometrical centre of the control volumes (CV).
The grid, storage locations and labelling scheme are shown in Fig. 1. The colocated

Sto ge locations:

~o

S Csn= V~x Fig. 1 :
~Location of the control volumes,

I the variables and the convective
________ ______________fluxes Cx and Cy,.

.- i mmmmmmmmimm mll u ummmsm• ummm m mmm emmN
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variable arrangement facilitates the treatment of boundary conditions especially around
sharp corners. The main advantages of the colocated arrangement become apparent when
extensions such as multigrid techniques and non-orthogonal grids are considered (Becker
et al. (4]; Peric [5]).

In order to ensure the stability of the method, special provision is made for the
coupling of the velocities and the pressure. Otherwise, the well-known checkerboard
instability would occur. A special interpolation formula for the calculation of the
velocity components at the control volume faces is used in the continuity equation for
efficient supression of the numerical instability. A detailed comparison of the FV
methods with colocated and staggered variable arrangement confirms the identical
stability behaviour of both versions (Peric et al. (2]). The number of iterations
required for a converged solution as well as the solution itself are almost identical
for both methods.

In the discretization process the convective and diffusive fluxes through the
boundaries of each control volume must be related to the nodal values. Here, the
diffusive terms are discretized with central differences. Two different schemes are
employed to approximate the convective fluxes: the first order upwind differencing
scheme (UDS) and the second order central differencing scheme (CDS). The resulting
algebraic equation for a control volume is arranged in the deferred correction manner
suggested by Khosla and Rubin (6):

(12) EAu,,',m =S#,7[(~Aim

where 0 is any of the dependent variables and So is the source term of the respective
equation. The coefficients arising from upwind and central differencing of the convec-
tive terms are denoted by the symbols Au and A, respectively, where the subscript m
indicates the four nearest neighbours of a grid point, see Fig 1. The weighting factor y
allows a smooth change of the discretization scheme for the convective fluxes from pure
UDS ( y = 0) to CDS ( y = 1). Only the UDS part of coefficients is treated implicitly. The
correction term at the right hand side of Eq. (12) ensures the choosen discretization
iteratively. This procedure extends the range of stable solutions with CDS and reduces
the number of iterations needed for convergence.

The velocities and the pressure in the discretized equations are linked via the
SIMPLE algorithm of Patankar and Spalding (7] including the modified interpolation
practice discussed above. Using the continuity constraint yields a pressure-correction
equation of the Poisson type, with a discrete form similar to that of Eq. (12). Due to
the non-linearity and coupling of the equations, under-relaxation has to be used to
ensure convergence (cf. Patankar, [3]). The rate of convergence depends strongly on the
choice of the underrelaxation parameters for the velocties Cu and the pressure-correc-
tion ap . A nearly optimum rate of convergence for a wide range of applications can be
achieved for a p = 1 - a. and values of 0.7 - 0.8 for au . All the calculations presented
in this paper were made with a value of 0.75 for the underrelaxation of the velocities
as well as for the turbulence model equations, and a value of 0.25 for the underrelaxa-
tion of the pressure-correction.

The algebraic subsystems resulting from the individual differential equations are
solved sequentially for U, V, P', k and c by the incomplete LU factorization method of
Stone (8). The coefficients A, are held constant in the course of this cycle (outer
iteration). Only one relaxation with the algorithm of Stone is made per outer iteration
for solving the equations of U, V, k and £ . The pressure-correction equation is
iterated up to six times per cycle, unless its residuals have dropped by a factor of
five. After updating the coefficients, the whole cycle is repeated until convergence is
achieved.

The sums of the absolute residuals of the continuity and the momentum eqations are
used for monitoring convergence. The iteration process is terminated a ter the residual
sums, normalized by the inlet mass or momentum fluxes, fall below 10

-
. In the present

calculations about 1200 iterations were required using the UDS and a 95x60 CV grid. For
the finer grid with 190x1

2
0 CV and CDS the necessary number of iterations increased to

about 6000.

4. SOLUTION ERROR ESTIMATION

As pointed out in the introduction, information about the solution errors produced
by the numerical method is essential for a meaningful assessment of the calculated
results and especially for testing and developing turbulence models. A simple and
efficient method to obtain estimates of the magnitude and the spatial distribution of
the solution errors is the Richardson extrapolation technique proposed by Caruso et al.
(9]. This method is based on Taylor series expansion of the solution error Ch , defined
as the difference between the exact solution 0 and the numerical solution 0h calculated
on a grid with spacing h. For first order methods the corresponding Taylor series is

(13) ch =5-Oh =ah+alh
2

+
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For higher order methods, one or more of the leading coefficients a,, a2 , ... in the
expansion disappear. A numerical solution on a coarser grid with spacing 2h yields the
solution error E2h

(14) 63h= 0-02h=aj2h+ 4h2+
-

Subtraction of Eqs. (14) and (131 results in

(15) Oh -02h= a 1 h + a2W +...me

The first terms of the series in Eqs. (15) and (13) are identical. Hence, the difference
between the fine and coarse grid solutions is a good estimate for the solution error of
the fine grid solution.

In the FV method employed for the present calculations a coarse grid control volume
is always made up out of four fine grid control volumes. Therefore, the calculation
nodes of the coarse and fine grids do not coincide, and the fine grid solution O is
interpolated bilinearly prior to the application of Eq. (15). This procedure results in
an error estimate for the fine grid solution located at the grid points of the coarse
grid.

The additional numerical work for the solution error estimation is negligible
compared with the computing time required for the fine grid solution. Therefore, this
error estimation method is a good tool for a reliable assessment of any numerical
calculations.

5. GEOMETRY AND BOUNDARY CONDITION

The turbulent flow over a quadratic obstacle in a plane channel is an appropriate
example to demonstrate the gain from the application of the error estimation method
presented above. In spite of the relativly simple geometry the ensuing flow is very
complex, featuring three different recirculation zones. Such an obstacle flow has
recently been investigated by Tropes and Dimaczek (10], who made extensive laser Doppler
measurements. The Reynolds number, based on the maximum inlet velocity and the height H
of their water channel, was 95.000, ensuring a fully turbulent flow. Profiles of the
mean velocities and the Reynolds stresses -pu , -pv , -p; and -pO are measured in the
midplane of the channel at various streamwise locations. The ratio of the spanwise
extent and the height of the channel was approximately 10. In the centre region of the
channel most measurements indicate two-dimensional flow. This will be discussed in more
detail in the next section.

The geometry of the computational domain is shown in Fig. 2. The height h of the
quadratic obstacle is half the height of the channel. The obstacle is located 3h
downstream from the inlet boundary. The length of the whole computation domain is set to
12 times the height of the channel. Three different boundary types appear in this
problem: inlet and outlet sections and walls. The treatment of these boundaries is
discussed in this order.

The measured data for U, V and k are prescribed at the inlet plane to simulate the
experiment as closely as possible. These boundary conditions ensure that the relatively
short computational domain upstream of the obstacle as well as the asymmetries in the
experimental profiles can not impair the comparison. No data are available for the
dissipation rate E . Therefore the inlet values are calculated using the eddy viscosity
assumptions (6), (7) and the measured profils of U, T and k:

-TV ou
(16) e =C , - 7

!y

I' T 77, Z ~/7 ,7777 ,7 / Z '77777

h 0,.025 m

24h

Pig. 2 : Sketch of the calculation domain.
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The experimental data are fitted by appropriate algebraic functions, in order to ensure
smooth inlet profiles and to avoid unrealistic values due to measurement scatter.

The outlet plane must be located far enough from the obstacle to avoid any unwanted
effects of the outlet boundary conditions on the upstream region. In order to limit the
computational effort, a reasonable compromise is to locate the outlet plane at x = 12H,
i.e. at approximately four reattachment lengths downstream of the obstacle. The
derivatives in the x-direction of the velocity components and the turbulence quantities
are set to zero there. This is a reasonable approximation in view of the relatively
small x-dependence of the channel flow in this region. Test calculations with different
lengths of the computational domain confirm the reliability of this boundary condition.

Defining boundary conditions for turbulent, separated flows at rigid walls is a
particular difficulty. The use of the no-slip condition requires a very fine grid in the
vicinity ot the wall with at least few grid points located in the viscous sublayer. For
high Reynolds number flows, the numerical effort will increase tremendously because the
viscous sublayer becames progressively thinner as the Reynolds number increases.
Moreover, a low Reynolds number turbulence model would have to be used and these models
are yet not well proven for separated flows. In order to avoid these difficulties, the
near-wall regions are commonly bridged by so-called wall functions. This technique is
also used in the present calculations. As we deal with a finite volume method, the wall
fluxes have to be specified. For the wall-parallel velocities, these are the wall shear
stresses. They are calculated from a relation given by Launder and Spalding [1]:

PUA1 / 14
(17) r,, r nyfin@w) + C

where the dimensionless wall distance is defined as follows:

(18) .o c/ p

The subscript c denotes variables at the grid nodes adjacent to the wall. Values of 0.41
and 5.2 are assigned to the von Karman constant K and the constant C, respectively.
Equations (17) and (18) are based on the assumptions of a logarithmic velocity profile,
local equilibrium of the production and the dissipation rates of the turbulent kinetic
energy and a constant stress layer. Using the same assumptions, the production and
dissipation rates Pk and E , respectively, for the near-wall control volumes are
expressed as:

Ou(19) p,, Ty _______=_

3/4 k
3
/2(20) 5 . -

The convective and diffusive wall fluxes of k and E are set to zero. The value of E at
the near-wall nodes is computed directly from Eq. (20). The application of the wall
functions described above leads to reasonable results for flows in which the above
assumptions are approximately satisfied. However, in separated flows these assumptions
are no longer valid, especially in the regions around the separation and reattachment
points. The consequences of these shortcomings of wall functions when applied to
separated flows are not well known and will be discussed briefly in the following
section.

6. RESULTS

The solution errors and their dependence on the grid and the discretization scheme
are discussed first. The calculations were performed with two different grids, compris-
ing 95 x 60 and 190 x 120 CV, respectively. The grids are Cartesian and nonuniform, with
a high concentration in the regions near the leading and trailing edges of the obstacle,
where considerable variations of the gradients of all variables are expected. In the
interest of a clear graphic presentation, Fig. 3 shows the left part of the coarse grid.
Table 1 gives the employed grid expansion factors, defined as the length ratio of
adjacent control volumes, and the dimensions of the smallest control volumes located
near the edges of the obstacle showing the high resolution of the fine grid near the
obstacle. The values of the expansion factors are chosen close to unity in order to
avoid additional inaccuracies due to different lengths of neighbour control volumes.

The error estimation method described in Section 4 can easily be modified for
application to CDS calculations. However, the calculations employing the second order
CDS yield a converged solution only on the fine grid. A stable solution could not be
achieved with the CDS on the coarse grid, due to oscillations occuring at high grid
Peclet numbers. For this reason the error estimation can only be applied to the UDS
solutions.
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Fig. 3 Coarse grid in the vicinity of the obstacle, 95x60 control volumes.

ox  lO_0 4 [m l Oy . 10 4 [m )

95 x 60 CV 1.093 7.9 1.128 3.7

190 x 120 CV 1.045 3.8 1.062 1.9

Table 1 : Grid expansion factors a x , ay and smallest control volume
length of the coarse and fine grid.

Fig. 4 shows the computed solution errors of the fine grid UDS solution. Contour
plots of the solution errors are made for the two mean velocity components and for the
turbulent kinetic energy. For all three variables remarkably large solution errors occur
in the vicinity of the leading edge of the obstacle, although the resolution of the 190
x 120 grid is highest there. The solution error of the U-component (Fig. 4 a), normal-
ized with the maximum inlet velocity, exceeds 10 % in a limited region. Apart from a
second maximum of the error located near the bottom wall in front of the obstacle, the
solution error is 1 % or lower elsewhere. The solution errors of the V-component are

(b)

(c)

- 1% 1-3% 3-10% I0-30% > 30%

Fig. 4 : Estimated error distributioiL of the fine grid upwind solution, 190x120 control
volumes. (a) U-velocity, (b) V-velocity, (c) turbulent kinetic energy k.
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normalized with the maximum inlet velocity too. Values of more than 3 % are detected in
a small region near the leading edge of the obstacle (Fig. 4b). Elsewhere, the solution
errors of V are below 1%, as the V-component itself is smaller than U in most of the
flow domain. The solution errors of the turbulent kinetic energy above the obstacle are
largest. They are normalized with the maximum value of k calculated on the fine grid and
exceed 30 % in a small region and 10 % up to one abstacle hight downstream. Due to the
dominant convective transport, the solution errors remain larger than 3 % even far
downstream.

This example demonstrates that UDS solutions can contain considerable numerical
errors even when very fine grids, with a high concentration of control volumes in
critical regions, are used. The numerical errors for the turbulence quantities can be
substantially higher than the errors for the mean velocities. This fact has to be kept
in mind when these quantities are compared with measurements.

The requirement of very find grids cannot be circumvented in all cases by using the
more accurate second order central differencing scheme for the convective terms. This is
due to the fact that the higher order schemes like CDS often produce oscillatory
solutions or do not converge at all on coarse grids. Although CDS can be employed in
many cases at Peclet numbers significantly higher than 2 (the upper limit derived from
the one-dimensinnal convection-diffusion equation), some damping has to be applied if
tne grid is not sufficiently fine. In our case pure CDS solution could be obtained on
the finest grid; on coarser grids UDS had to be blended with CDS (cf. Eq. (12)),
achieving stability at the expense of accuracy.

Since a coarse grid CDS solution could not be obtained, we compare the fine grid CDS
solution with the corresponding UDS solution. This comparison is shown in Fig. 5 in
terms of normalized differences of the two solutions. The normalization factors are the
same as for the solution eirors in Fig. 4. Upstream and in the vicinity of the obstacle,
the contour lines of the solution differences in Fig. 5 are rather similar to the
contour lines of the solution errors discussed above. Hence, it can be concluded that
the differences in this part of the computational domain are mainly caused by the
inaccuracies of the UDS solution and the errors of the CDS solution are essentially
lower. A somewhat different behaviour emerges for the downstream regions shown in Figs.
4 and 5. There, the estimated errors for U and V are of the order of 1 % or less,
suggesting high accuracy (Fig. 4). However, differences between the UDS and CDS
solutions of more than 3 % for the U-component appear in Fig. 5 up to the outlet plane.
The same is observed for the V-component and the turbulent kinetic energy. The reason
for these relatively large differences between the UDS and CDS solutions is the
dominating convective transport. The solution errors produced in the vicinity of the
obstacle influence the entire flow in the downstream region and are onli weakly damped.
The estimation method underpredicts these solution errors far downstream, probably due
to the dominating nonlinear term in this region.

(a)

(b)

(c)

~ 1% 1-3% 3-10% jfl~f~fJ10-30% > 30%

Fig. 5 Comparison of the fine grid upwind and central differencing solutions,
190x120 control volumes. (a) U-velocity, (b) V-velocity, (c) turbulent kinetic
energy k.
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After these numerical considerations, some physical aspects of the predicted flow
field, based on the most accurate CDS solution are discussed. The calculated streamlines
are shown in Fig. 6a. A small separation zone appears in front of the obstacle. A
further separation point is located at the leading corner of the obstacle. The following
recirculation zone is very flat and the flow reattaches just at the trailing edge of the
obstacle. At this point the main recirculating zone begins. A small secondary separaticn
can be seen at the lower corner of the obstacle. The same flow structure has been
observed in experiments. However, the recirculation zone at the top of the obstacle is
somewhat thicker in the experiments, so that the flow does not reattach at the top wall
and the two separation zones are connected with each other.

Contour lines of the turbulent kinetic energy k are ploted in Fig. 6b. The turbu-
lence level of the fully developed channel flow at the inlet plane is small. Above the
obstacle, the accelerated flow together with the thin recirculation zone cause a steep
profile of the U-component near the top wall of the obstacle. This leads to high
production rates of the turbulent kinetic energy k, documented by the absolute maximum
value of k in this region. Downstream the obstacle a second smaller maximum of the k is
observed, which is caused by the shear layer of the large recirculating mass flow. Far
downstream the turbulent kinetic energy decreases only slowly due to the dominating
convective transport. Hence, the values of k at the outlet plane are still far from the
level known from fully developed channel flows.

The location of the points of separation and reattachment is of special interest in
many fluid flow problems. For this reason, numerical methods and the turbulence models
implemented are often appraised by their capability to predict the separation length
well. The calculated reattachment lengths, normalized with the obstacle height, are
presented in Table 2 together with the experimental value given by Tropea and Dimaczek
(10]. Both UDS solutions overpredict the reattachment length, with decreasing tendency
as the resolution is increased. However, the more accurate CDS solution underpredicts
the reattachment length by about 5 %. The latter can be regarded as the correct value
produced by the k-v turbulence model.

The comparison of the reattachment lengths calculated by the various dicretization
schemes with different resolution makes clear, that the good prediction of a single
physical quantity without any further information about numerical errozs may lead to
erroneous conclusions with respect to the performance of the employed turbulence model.
For the present problem, the measured value of the reattachment length can be predicted
exactly by variations of the grid size and the discretization scheme (eg. by blending
UDS and CDS in a suitable proportion). In this case, the shortcomings of the turbulence
model are compensated by the numerical errors of computational scheme. It is therefore
essential to know the order of the numerical errors before any conclusions can be made.

(a)

Fig. 6 (a) Streamlines and (b) contour lines of the turbulent kinetic energy k,
central differencing scheme, 190x120 control volumes.

experiment 7.12h

upwind differencing 95x60 CV 7.59h +6.9%
upwind differencing 190x120 CV 7.40h +4.2%

central differencing 190x120 CV 6.77h -4.6%

Table 2 : Comparison of the predicted and measured reattachment lenghts.
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Some weak points of the k-E turbulence model can be detected by comparing the CDS
solution with the data of Tropea and Dimaczek (10]. The profiles of U, V, k and Dv at
three streamwise locations in the flow field are selected for this purpose. In addition
to the most accurate CDS solution - in the following diagrams marked by solid lines -
the results of the UDS calculations are also shown (dashed lines).

The first cross section is located upstream of the obstacle (in the first recircula-
tion zone), at x/H = 1.3. Due to this separation, the profile of U-velocity has three
inflection points, which are well simulated by the numerical solution (cf. Fig. 7a). A
somewhat larger discrepancy between calculations and experiment observed for the V
profile (Fig. 7b), is in the range of uncertainty of the experimental data. The
turbulent kinetic energy k, shown in Fig. 7c, increases strongly in the lower part of
the channel, which cannot be produced by the numerical'calculations. The reason for this
discrepancy is probably a three-dimensional flow structure in the vicinity of the
separation zone. Measurements of non-zero W-components and a corresponding pattern of
the wall shear stress indicate periodic structures in the spanwise direction. More
detailed measurements are required before this phenomenon can be discussed in detail.
The absolute values of the Reynolds stress Tv in this section (cf. Fig. 7d) are too
small, compared to the expected uncertainty to draw any conclusion from its profil.

The second cross-section for comparing the profiles of U, V, k and v is located at
x/H = 1.54, close to the leading edge of the obstacle. The beginning of the thin
recirculation zone is indicated by the negative U values near the wall. The calculated
negativ values of U exceed the measured data by a factor of two. Moreover, the maximum
of the backward flow is located closer to the wall than in the measurement (cf. Fig.
8a). This dislocation of the maximum in the backward flow of a recirculation zone is due
to the k-E turbulence model and is also observed in calculations of other flow configu-
rations, see Obi et al. [11]. The reason for this behaviour of the turbulence model is
not completely clear. However, the wall functions do not seem to be responsible for
these effects. At this section the flow achieves its maximum deflection. Thus the value
of the V-component exeeds the maximum inlet velocity. The shape of the V profile is well
predicted by the calculations (Fig. 8b), but the values of V are 20 % smaller than the
measured ones. This underprediction of the V-component is typical for all calculated V
profiles downstream of the obstacle. The predicted value of maximum turbulent kinetic
energy k agrees astonishingly well with the measured data at this section (Fig. 8c). In
the upper part of the channel the measured values are very small, whereas the computed
values are essentially higher. This is one reason for the opposite behaviour of the
computed and measured profiles of the Reynolds stress uv shown in Fig. ed.

The comparison of the numerical results and experimental data in this section as
well as the error estimations clearly indicate the difficulties in studying the
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Fig. 7 Comparison of measured and predicted profiles of the U-velocity (a), the V-
velocity (b), the turbulent kinetic energy k (c) and the turbulent shear
stress Dv (d) at x/H = 1.3. - CDS fine grid, ---- UDS fine grid, ----
UDS coarse grid, + experiments (Tropea, Dimaczek (101).



P9-10

04 04

.02 02

0 -1 0 U 2 3 )4 0 2 V 3

J +.
+ + 4+

.02 .02

.... ...- 0.
0 1S (1 ? k 2 0 - - 2' n 2 UV 4

Fig. 6 Comparison of measured and predicted profiles of the U-velocity (a), the V-
velocity (b), the turbulent kinetic energy k (c) and the turbulent shear
stress TV (d) at x/H =1.54. - CDS fine grid, ---- 1305 fine grid,

DS coarse grid, + experiments (Tropea, Dimaczek [10)).
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Fig. 9 t Comparison of measured and predicted profiles at x/H =2.5.



turbulent flow in the region above the leading edge of the obstacle. This is tru,, for
the numerical method and the turbulence model as well as for the experimental investign-
tions of this flow regime. For a reliable discussion of the flow phenomena in thin
region, improved calculations together with further, more accurate measurements are
urgently required.

The third section selected for comparison is located downstream from the obstacle
within the large recirculation zone. Figure 9a shows the computed profiles of the U-
velocity, which deviates clearly from the experimental data. The predicted U values are
smaller than the measured data nearly everywhere, indicating a smaller recirculating
mass flow. This fact is confirmed by the underprediction of the V-component ploted in
Fig.9b. Moreover, the predicted maximum negativ U-velocity is dislocated to the wall. A
similar effect has been reported above for the previous cross section. The turbulent
kinetic energy k and the Reynolds stress v are show in Figs. 9c and 9d, repectively.
Both of the turbulence quantities are underpredicted by the k-E tubulence model.
Therefore, the turbulent transport of momentum normal to the streamwise direction is too
small. The lack of this turbulent momentum transport is the reason for the significantly
slower mass flow in the recirculation region. This obvious shortcoming of the k-c tur-
bulence model remains far downstream and leads to the slower flow recovery.

7. SUMMARY AND CONCLUDING REMARKS

A finite volume method is used to predict the rather complex fully turbulent flow
over an obstacle in a plane channel. The two-dimensional time-averaged flow equations
are solved in connection with the k-c turbulence model equations. An efficient error
estimation technique based on the Richardson extrapolation is employed, which gives
helpful information about the accuracy of the numerical solutions. The numerical
results, computed on different grids with various discretization schemes, are compared
with recent laser Doppler measurements.

The error estimation technique provides qualitative and quantitative information
about the distribution of the numerical solution errors and can thus aid the grid
refinement strategy. However, the most important point is that this method allows the
separation of pure numerical and turbulence model errors. This is a basic requirement
for the scientific evaluation of the turbulence model performance. Comparing the
predicted and measured values of only one quantity - e.g the reattachment length - often
leads to erroneous conclusions about the accuracy of the global numerical solution, as
is clearly shown in the present calculations.

First order dicretization methods are shown to require very fine meshes to yield
sufficiently small solution errors. The solution error detected in the present first
order upwind solution on the finest grid cannot be neglected, although the non uniform
190x120 grid yields a high resolution near the obstacle. In general, the solution errors
of the turbulence quantities are significantly higher than the errors of the mean
velocities. The second order central differencing calculations performed on the fine
grid are found to yield a solution with acceptably small numerical errors. From this
point of view, the results of many previous studies, employing first order methods on
coarse grids, have to be appraised carefully.

The comparisons of the predicted and measured data disclose some shortcomings of
the k-E turbulence model, when applied to separated flows. However, to identify the
sources of these errors, more detailed and accurate experimental data - including triple
correlations, production and dissipation rates - are required. Based on such improved
data, further developments in turbulence modelling (e.g. Reynolds stresc models, low
Reynolds number models) will be promoted and more reliable tests and assessments could
be performed.
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Siummary

Selected results from an experimental investigation documenting the flowfield over a 75' swept delta wing at
an angle-of-attack of 20.5' are presented. Results obtained in the investigation include surface flow visualization,
off-body flow visualization, and detailed flowfield surveys for various Reynolds numbers. Flowfield surveys at
Reynolds numbers of 0.5, 1.0 and 1.5 million were conducted with both a pitot pressure probe and a 5-hole pressure
probe; and 3-component laser doppler velocimeter surveys were conducted at a Reynolds number of 1.0 million.
The pitot pressure surveys were obtained at 5 longitudinal stations, the 5-hole probe surveys were obtained at 3
longitudinal stations and the laser doppler velocimeter surveys were obtained at one station. The accuracy of each
instrumentation system is discussed, as well as, discrepancies in the calculation of vorticity using various algorithms.

Nomenclature
a speed of sound, ft/sec

b local span of model, inches
P8 - P,,

Cp Static pressure coefficient, q

CpI Pitot pressure coefficient, Pt- q

D diameter, ft

L length of model (22.392 inches)

M Mach number, Uo/a
r vortex core radius

Rn Reynolds number, U,0 L/v

Ps static pressure, lb/ft
2

P pitot pressure, lb/ft
2

St Stokes number, 1 P2 U D2
19 p v' r

q dynamic pressure, 2pU.o , lb/ft
2

Uoo freestream velocity, ft/sec
Us swirl velocity near vortex core, ft/sec

u, v, w velocity components in body axis system, ft/sec
u, v, i velocity components in tunnel axis system, ft/sec
up rms of fluctuating component of ii velocity, ft/sec

IV local flow velocity, ft/sec

x, y, z distance from coordinate origin in body axis system, inches
i, y, distance from coordinate origin in tunnel axis system, inches
a pitch angle measured by 5-hole probe, deg

a yaw angle measured by 5-hole probe, deg

r circulation, ft
2

/sec
V kinematic viscosity, ft

2
/sec

•

p density, slugs/ft
3

0 total flow angle, sin-( .-. )

0 yaw angle, deg
L r(fa 0-vorticity, U- - -F
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Subscripts:
p particle

t transition
00 at freestream conditions

Introduction

Computational methods are progressing rapidly toward the prediction of the three-dimensional flowfield about
complex geometries at high ngles-of-attack. These methods solve either the Euler or Navier-Stokes equations and,
typically, some assumptions about the structure of the fiowfield are made to make the solution more tractable.
These computational methods require a large number of grid points to adequately model the flowfield, and they
produce large amounts of information. To validate these methods, detailed experimental flowfield measurements
are required. To date, few sets of experimental data exist which are of sufficient detail and completeness to allow a
definitive validation of current computational methods.

This paper will describe an experimental effort at NASA-Langley Research Center to fully document the flowfield
over a 75' swept delta wing at an angle-of-attack of 20.5* . This investigation was expressly directed toward obtaining
a data base for code validation. The data obtained includes surface flow visualization at Reynolds numbers ranging
from 0.5 to 2.0 million in increments of 250,000; pitot pressure surveys at 5 longitudinal stations at Reynolds
numbers of 0.5, 1.0, and 1.5 million; 5-hole pressure probe surveys at 3 longitudinal stations nt Reynolds numbers
of 0.5, 1.0, and 1.5 million; and 3-component laser doppler velocimeter surveys at a Reynolds number of 1.0 million.
Reynolds number variation was accomplished by changing the tunnel speed, which corresponds to a Mach number
range of 0.04 to 0.11. Supersonic data were previously obtained with this same model in the NASA Langley Unitary
Plan Wind Tunnel by Miller and Wood (reference 1) and compared with computational results in reference 2. A
comparison of the ''sults from this investigation with the results from the computational method described in
reference 2 are presented in reference 3 for a Reynolds number of 0.5 million.

Test Facility and Data Acquisition System

The 750 swept delta wing was tested in the NASA-Langley Basic Aerodynamics Research Tunnel (BART).
The BART is an open-return wind tunnel with a test section 28 inches high, 40 inches wide by 10 feet long. The
maximum test section velocity is 220 ft/sec which yields a Rn/ft of 1.4 million. The airflow entering the test section
is conditioned by a honeycomb, 4 anti-turbulence screens and an 11:1 contraction ratio. A photograph of the facility
is shown in figure 1. The variation in the longitudinal component of turbulence intensity with test section q is
presented in figure 2. The figure indicates that the turbulence intensity ranges from 0.05 to 0.08 percent at test
section q = 10 and 45 psf, respectively.

Code validation requires large amounts of experimental flowfield data. The timely acquisition and reduction of
this data dictates the use of a highly integrated and fully automated data acquisition and control system (DACS).
The BART DACS consists of a desktop computer system which monitors and controls the tunnel instrumentation
(voltages and pressures). Data acquisition software has been written which allows completely automated surveys of
flowfields above models of arbitrary geometrical shape. Real-time color displays of the flowfield data are produced
by the DACS to allow immediate interpretation of the test results. A minicomputer is used to control and acquire
data from the 3 component laser doppler velocimeter (LDVDAS). This system communicates with the BART DACS
to allow real-time color displays of the flowfield data. A block diagram showing the integration of the BART DACS
with the LDVDAS is presented in figure 3.

Model Description

The model used in this investigation was a 75' swept delta wing. A sketch of the model is presented in figure 4.
The model is constructed of aluminum and has a centerline length of 22.392 inches and a span of 12 inches. The
upper surface of the delta wing was flat. The leading edge of the delta wing is sharp (.005 inch radius) with a
chamfer of 10P normal to the leading edge. The model was attached to the model support system at x/L = 0.64
on the lower surface. Figure 5 shows the delta wing mounted in the test section. A row of 19 pressure ports were
located at x/L = 0.9; however, they were not used in this investigation. Boundary layer transition was not fixed on
either the upper or lower surfaces.
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Experimental Techniques

Flow Visualization

Surface flow visualizations were conducted at Reynolds numbers ranging from 0.5 to 2.0 million in increments
of 250,000. The upper surface of the model was covered with a black vinyl adhesive-backed paper. A mixture of
titanium dioxide suspended in kerosene, with a small amount of oleic acid added as an anti-coagulant, was painted
on the vinyl paper with a brush. The airspeed in the test section was brought to test conditions, and after the
kerosene had evaporated, the TiO2 was left deposited on the surface. The vinyl paper was then carefully lifted
off the surface, placed on poster board, and photographed for a permanent record. Figure 6 shows a typical TiO 2

surface flow visualization.
Laser light sheet flow visualization was used to see if the vortices shed by the model were burst, and to determine

if the probes used in this investigation had any visable effect on the vortices. The laser light sheet was produced using
a 5-watt argon ion laser as the light source with a twin-mirrored galvanometer light sheet generator as described
in reference 4. The smcke was produced by vaporizing propylene glycol at a temperature of 380 ° 

F and introduced
into the tunnel circuit ahead of the honeycomb. Figure 7 shows a typical laser light sheet photograph and illustrates
the capability of the system to produce simultaneous multiple light sheets.

Pitot Pressure Surveys

Pitot pressure surveys were conducted at x/L = 0.3, 0.5, 0.7, 0.9, and 1.1 in planes normal to the freestream
direction for Reynolds numbers of 0.5, 1.0, and 1.5 million. The probe used was a boundary layer probe
approximately 0.024 inches wide by .013 inches high with a wall thickness of 0.005 inches. The pitot pressure
probe was always aligned in the freestream direction.

A computer-controlled probe-positioning system was used to traverse the probe through the flowfield above
the delta wing. At the beginning of each survey and after the airspeed was brought to test condition, the model
surface was located through the use of an electrical probe fouling circuit. This was done to lessen the effect of the
probe and model deflections under aerodynamic loading. Once the model surface was located, the flowfield survey
was conducted under complete computer control. A typical flowfield survey consisted of a grid of approximately
91 points horizontally by 31 points vertically (w 2800 data points per survey location) with a spacing between
points equal to 1.67 percent of the local span. The time required to acquire one survey was approximately 2 hours.
The data acquisition software also allowed the researcher to specify an 'embedded' survey grid, in the survey just
acquired. In this investigation, the embedded grid option was used for a more detailed survey of the left-hand
(positive y/s) secondary vortex. The embedded grids typically contained 1700 data points with a grid spacing equal
to 0.35 percent of the local span and required 75 minutes to complete.

Pressure data was measured using an electronic-scanning pressure system with 1 psid transducers. The accuracy
of these transducers is +.001 psi. This accuracy is a function of temperature (±.0005 psi

0 
F); therefore, the data

acquisition system continuously monitored the temperature and automatically performed a recalibration when the
temperature changed more than 20 F. After stepping to each measurement location and pausing 0.5 seconds, the
mean pressure was determined by averaging 255 samples acquired over a 1 second time interval. The pitot pressure
deficit was measured by referencing the pressure transducers to the total pressure downstream of the last anti-
turbulence screen. The pitot pressure deficit was nondimensionalized by the freestream dynamic pressure to obtain
the pitot pressure coefficient, Cp. Real-time color displays of the Cpt were produced to insure there were no lead/lag
errors induced by the movement of the probe through the flowfield.

5-Hole Probe Surveys

Five-hole probe surveys were conducted to measure flow angularity and velocity above the delta wing. These
surveys were obtained at x/L = 0.7, 0.9, and 1.1 in planes normal to the freestream direction for Reynolds numbers
of 0.5, 1.0, and 1.5 million.

The probe used in this investigation was a hemi-spherical tipped, 0.125 inch diameter 5-hole pressure probe.
The probe was calibrated using equations derived from the potential flow about a sphere. The derivation of the
calibration equations and the method of acquiring the calibration data are described in reference 5. The error in
a, (, and q deduced from the 5-hole probe calibration data are presented in figure 8. The 5-hole probe was always
aligned in the freestream direction and used the same probe positioning system and pressure measurement technique
described above. The real-time display was updated to display the crossflow velocity ,ectors with the color of the
vector reflecting the longitudinal component of velocity. A typical flowfield survey consisted of a grid similar to that
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of the Cp, measurements (;. 3300 data points per survey location). However, due to the size of the 5-hole probe,
the embedded survey grid option was not used to survey the secondary vortex.

Laser Doppler Velocimeter Surveys

The BART is equipped with a dedicated 3-component laser doppler velocimeter (LDV) system to enable the non-
intrusive measurement of flowfields. The LDV is capable of obtaining accurate velocity measurements in flowfields
with reverse flows, large shear gradients and velocity fluctuations. For this investigation, two LDV surveys were
obtained at the longitudinal station x/L = 0.9 at a Reynolds number of 1.0 million for comparison with the 5-hole
pressure probe results.

The BART LDV system is a three-color, orthogonal, crossed-fringe configuration with the receive optics mounted

900 off-axis. The 514.5, 496.5 and 476.5 nanometer wavelengths are used to measure the lateral (v), streamwise

(u), and vertical (w) velocity components, respectively. Bragg cells are used to provide directional measurement
capability in all three velocity components. The sample volume is spherical in shape and has been calculated to
be approximately 150-pjm in diameter. The optics and laser move as a unit on a traversing system that provides 1
meter of travel, with 10-jim resolution, in all three axes.

The flowfield was seeded with 0.8-jim polystyrene latex microspheres. The seed particles were suspended in a
uiixtur, of alcohol and water and were injected into the flow upstream of the honeycomb using an atomizing spray
nozzle. Typically 500 to 4096 velocity samples were obtained at each measurement location in the flowfleld. The

t actual number of samples depended on the particular location in the flowfield and the particle seeding rate.
The ability of a particle to track the streamlines in the flowfield, and thus the accuracy of the LDV, is directly

related to the size of the particle. Theoretical predictions of particle trajectories in various flows were reported in
references 6 through 9. Dring and Suo (reference 6) concluded that the particle trajectory in a free vortex swirling
flow is governed primarily by the Stokes number (St) and when the Stokes number is less than 0.01, the particle
will follow the circular streamlines of the free vortex.

The 0.8-jum particles used during this test have a density pp = 2.03727 slugs/ft 3. The Stokes number for the
particles, based on the radius and the swirl velocity at the edge of the vortex core, is 0.007. The numerical procedure
described by Dring (reference 6) was used to predict the particle trajectories for the vortices that were measured
during this investigation. The predictions show that the particles used during this test, will follow the streamlines
of the vortex with accuracy of about 1%.

Results and Discussion

Flow Visualization

A brief description of the flow over a swept delta wing will aid in the subsequent discussion of the results. At
moderate to high angles-of-attack, the airflow separates at the sharp leading edge of a swept delta wing. The
separated shear layer rolls up into two primary vortices as sketched in figure 9a (from reference 10). As the airflow
rolls up and over the primary vortices it impinges on the surface along the attachment line and then flows outward.
These two vortices induce additional velocities on the upper surface of the wing, which produce a suction pressure
near the leading edges (figure 9b). Because of the steep adverse pressure gradients induced outboard of the primary
vortex, the boundary layer separates and rolls up into smaller secondary vortices, which induce additional velocities
on the surface and cause further modification of the wing pressure distribution. Depending on Reynolds number,
additional tertiary separations may also occur. The secondary separation lines appear as rays emanating from the
apex of the delta wing as shown in figure 9c. When the boundary layer transitions from laminar to turbulent, the
position of the secondary separation shifts outward toward the leading edge as described by Hummel in reference 10.
Vortex bursting may also cause a shift in the secondary separation line. In fact, Lambourne and Bryer (reference 11)
described a situation in which the vortex bursting over the surface of the wing causes an outward shift or bending in
the secondary separation line because of a reduction in the adverse pressure gradient and an increase in turbulence.
This was not the case in this investigation since the laser light sheet flow visualization, as in figure 7, confirmed
that the vortices were not burst over the entire Reyuolds number ranse of the test.

The region where the boundary layer transitions from laminar to turbulent is important for validating
computational methods, especially Reynolds-averaged Navier-Stokes codes which use *urbulence models. Surface
flow visualizations using titanium dioxide and kerosene were used to characterize the state of the boundary layer
for Reynolds numbers between 0.5 and 2.0 million. The complete set of surface flow visualizations are presented in
reference 12. The surface flow visualizations were digitized to obtain the location of the secondary separation lines
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and these data are presented in figure 10. This figure shows the position of the right-hand secondary separation
lines for the Reynolds numbers that were investigated. The transition Reynolds number is defined as,

Rnt = xtUel/

where xt is the streamwise distance from the apex to where transition begins, ranged from 800,000 to 900,000.
This agrees well with the results of Hummel presented in reference 10. The figure shows that the boundary layer
transitions at the trailing edge of the wing at a Reynolds number of approximately 1.0 million and moves forward
to x/L z 0.4 at a Reynolds number of 2.0 million.

Flowfield Surveys

Due to the large volume of off-body flowfield data that was obtained during this investigation, it is unfeasible
to present the results for the entire test. Therefore, only the results for the Reynolds number of 1.0 million will be
presented and discussed.

Pitot Pressure Coefficient, Cp

Figure 11 presents contour plots of the pitot pressure coefficient data acquired over the 75
° 

swept delta wing
at x/L = 0.3, 0.5, 0.7, 0.9 and 1.1 for the Reynolds number of 1 million. The results indicate a high gradient in
Cp just outboard of the primary vortex core. It also shows two interesting regions where the Cp, measured in the
flowfield are very nearly equal to the Cp, measured in the freestream. The first region appears as a hole between the
free shear layer and the cores of the primary vortices. The second is a roughly triangular region at the centerline of
the wing near the surface. These features were interesting because they were not apparent in the smoke patterns of
the laser light sheet or in previous investigations on a similar geometry (reference 10).

Whenever a probe is introduced into a complex flowfield, the effect of the probe on the flowfield must be considered
as well as the probe's own measurement characteristics. Flow visualization has confirmed that the presence of the
probe did not cause premature bursting of the vortex or any perceptible disturbance to either the primary or
secondary vortices. The pitot pressure probe used in this investigation was chosen because its extremely small size
enabled measurements to be made with high spatial resolution in the flowfield. It was recognized at the outset of
the investigation that the probe would not be capable of measuring the true total pressure since it is always aligned
in the freestrean direction and not in the direction of the local flow. Since the sensitivity of the pitot pressure probe
is known, the measured data can be compared with computational results which predict pressure and velocity at
all points in the flowfield. Figure 12 presents the pitot pressure measured by the probe versus the yaw angle. The
figure shows that the probe has a plateau region of only ±7

° 
and its response rolls off sharply outside of this range.

The same response was measured for both pitch and yaw at multiple freestream dynamic pressures.
Results from the CFL3D Navier-Stokes code described in reference 2 were used to examine the effects of flow

angularity on the measurement of total pressure. Figure 13 presents the total pressure coefficient contours predicted
by the CFL3D code for a = 20.50, x/L = 0.7 and M = 0.3. The total pressure coefficients were calculated using the
static pressure and an isentropic deceleration of the total velocity component to stagnation. These contours indicate
a vortical flow pattern similar to those obtained using the laser light sheet. Figure 14 presents the distribution of
total flow angle calculated from the results of the CFL3D code. Total flow angles in the vortex flowfield reach
a maximum of approximately 60

° 
at this cross section and display characteristics similar to those seen in the

experimental data. The velocity and static pressure field data were used to compute a "reduced total pressure
coefficient", based on bringing only the component of the local velocity vector aligned with the freestream to rest.
This reduced total pressure coefficient data is presented in figure 15a and includes at least the first order effect
of the flow angularity on the present method of measuring total pressure. Figure 15a in comparison with the
measured pitot pressures of figure 15b, shows that the calculated reduced total pressures contain all of the features
of the measured pitot pressures. To provide a true quantitative comparison with theory and experiment, the actual
measurement characteristics of the probe would need to be used to obtain the reduced total pressure instead of
method described above.

Figure 16 presents typical Cpt data acquired during an embedded survey of the left-hand secondary vortex for
x/L = 0.9, Rn = 0.5, 1.0, and 1.5 x 106 , respectively. The figure shows that the transition of the boundary layer
from laminar to turbulent appears to change the structure of the secondary vortex. Figure 16a. (Rn = 0.5 million)
shows a shear layer between the primary and secondary vortices with a corresponding large gradient in Cpt; however,
in figure 16c. (Rn = 1.5 million) this high gradient region does not appear.
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Velocity Surveys

Velocity surveys were obtained for x/L = U.7, 0.9, and 1.1 for the Reynolds numbers of 0.5, 1.0, and 1.5 million.
Figure 17 presents typical crosaflow velocity vectors for the x/L = 0.9; Rn = 1.0 million. This figure shows tile

density with which the velocity data was acquired. Figure 18 presents contours of the u, v, and w components of
velocity for the x/L = 0.9; Rn = 1.0 million data set.

Once again, one must consider the effect that the probe has on the flowfield as well as the probes ability
to measure the flow angle and velocity in a non-uniform velocity field. As stated before, laser light sheet flow
visualization showed that the probe had no visable effect on the position or structure of the primary or secondary

vortex cores. Figure 8 presents the measurement errors for the 5-hole probe in a uniform flowfield. However, the
flowfield over the 750 is obviously not uniform, as shown in figure 19. The figure presents the gradients in the v
and w components of velocities. The flowfield has large gradients in both the v and w components (as high as 7000
ft/sec/ft). To assess the measurement errors of the 5-hole probe in this high gradient flowfield, a velocity survey
was obtained using a three component LDV at the same points above the delta wing as the 5-hole probe. Figure 20

presents the differences between the LDV and the 5-hole probe results for the u, v, and w components of velocity.
The figure shows that for regions of low velocity gradients (< 800 ft/sec/ft), the 5-hole probe does a reasonable
job of measuring the flowfield quantities (probe error < 5 percent). In the core of the vortex, the 5-hole probe has
errors in the u, v, and w components of velocity of 25, 17, and 35 percent, respectively. The errors were calculated
assuming that the LDV measurements were the reference. The equation used to calculate the u component error is
show below:

100 (uLDV - u5h

+ VLD V +WLD V

Vorticity

The velocity data obtained with the 5-hole probe were used to calculate the vorticity in the flowfield above the

delta wing. These vorticity contours are presented in figure 21 for x/L = 0.7, 0.9, and 1.1 for a Rn of 1.0 million.
The vorticity calculated from a velocity field can vary significantly due to differences in algorithms, grid size and

density. There are two commonly used techniques to calculate vorticity. The first method uses a finite difference

algorithm to approximate the gradient terms 9 and in the calculation of vorticity. The second method is

based on Stokes theorem and calculates the circulation, I = f 17 . di about a bounding path (typically a rectangle)
and divides F by the enclosed area to compute the vorticity. The vorticity data presented in this paper were

calculated using second order finite differencing on both interior and boundary points of the survey plane and was
nondimensionalized by the root chord divided by the freestream velocity. This technique for calculation of vorticity

is consistent with those commonly used by code developers.
A comparison was made between the vorticity calculated using both techniques during the course of this

investigation. The maximum value of vorticity calculated from identical velocity fields was found to differ by
as much as 50%. The vorticity calculated by the circulation method was consistently higher than that calculated
by the finite difference method. Care must be exercised even when comparing the maximum vorticity levels from

similar data sets using the same vorticity calculation technique. The maximum value of vorticity in a velocity field is

very sensitive to grid size, placement and density and therefore, is not a good parameter for a detailed comparison.
The vorticity data presented by Carcaillet in reference 13, provides a good example. The data was generated by
a 750 swept delta wing at Reynolds numbers bracketing the present experiment. Even though very similar finite
difference techniques were used and the survey grids were approximately the same, the data in reference 13 shows
almost twice the maximum vorticity level in the core when compared to those measured in this experiment. Very

good agreement is obtained, however, between vorticity contours just outside of the core. The results point to the
fact that the experimentalist and computational code developers must be explicit in describing the technique for
calculating vorticity and the geometry of the grid before the data can be used for detailed comparisons.

Concluding Remarks

Selected results from an experimental investigation documenting the flowfield over a 75' swept delta wing at
an angle-of-attack of 20.5' are presented. Results obtained in the investigation include surface flow visualization,
off-body flow visualization, and detailed flowfield surveys for various Reynolds numbers. Surface flow visualization
was obtained at Reynolds numbers ranging from 0.5 to 2.0 million in increments of 250,000. Flowfield surveys at



PI0-7

Reynolds numbers of 0.5, 1.0 and 1.5 million were conducted with bh a pitot pressure probe and a 5-hole pressure
probe; and 3-component laser doppler velocimeter surveys were conducted at a Reynolds number of 1.0 million.
The pitot pressure surveys were obtained at 5 longitudinal stations, the 5-hole probe surveys were obtained at 3
lonzitudinal stationq and the laser doppler velocimeter surveys were obtained at one station. Comparisons between
the velocities measured by the 5-hole probe and those measured by the 3-component laser doppler velocimeter
indicate that the 5-hole probe does a reasonable job of measuring flowfield quantities when the gradients in the
flowfield are less than 800 ft/sec/ft. However, errors as high as 35 percent are seen in the region of the vortex core.
Vorticity was calculated from the velocity data using two different algorithms and it was found to be sensitive to
both algorithm, grid size and density.
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SUMMARY

The turbulent flow around a juncture formed by an unswept wing and a flat
plate has been experimentally studied, and the effectiveness of modifications
near the wing leading edge in controlling the juncture flow field has been
evaluated. The results are compared with numerical solutions of the incompres-
sible Reynolds-averaged Navier-Stokes equations. The Baldwin-Lomax turbulence
model is used in the computations. The numerical code is very time efficient,
and it predicts the flow behavior well, including the detection of leading-edge
vortex formation. It tends to over-predict the boundary layer thickness and
the location of the vortex. Both the experiment and computations indicate that
the leading edge flow separation is eliminated by the use of a leading-edge
fillet designed in this study, resulting in drag reduction.

INTRODUCTION

A wing/fuselage-type juncture is typical of those found in aircraft,
submarines, turbo-machinery, and aero/hydrodynamic test facilities. In this
4uncture, the turbulent boundary layer developing on the fuselage surface
encounters an adverse pressure gradient as it nears the wing leading edge. The
ensuing flow separates and forms a horseshoe vortex structure which surrounds
the leading edge and trails downstream (fig. 1). In addition, a small counter-
rotating vortex is also present very close to the wing/fuselage intersection.
These vortices, together with the secondary flows that are present in any
streamwise corner, lead to a truly complex three-dimensional flow. This
vortex-dominated flow field becomes even more complicated when decelerating
flow near the wing trailing edge separates.

The juncture vortex system can degrade the lift/drag characteristics of
the juncture surfaces by modifying the regions of attached flow, and can affect
the performance characteristics of the surfaces downstream. A clear under-
standing of the juncture flow is necessary for designers to assess or minimize
the above-mentioned effects. Many groups of researchers have experimentally
studied various aspects of this flow in different flow regimes (e.g., refs. I-
6). Theme studies have improved our understanding of the flow mechanisms in
this field. But, it would be of great help to the designers if calculation
methods existed in addition to these experimental results. Researchers
involved in computatio al fluid dynamics consider the analysis of this flow
challenging because of the presence of all six components of Reynolds stresses
in turbulent flow junctures in addition to the secondary motion. Boundary-
layer approximation methods are not adequate for solving this problem, and
until recently, approaches based on Navier-Stokes equations could not be
attempted because of insufficient computing resources. The advent of super-
computers is changing this situation.

With the availability of supercomputers such as CRAY-2 through nationwide
computer networks, more and more Navier-stokes solution procedures are being
developed. Some of the recent computational studies related to this flow
problem are detailed in references 7-9. But these and other codes will have to
be validated against experimental results so that designers can confidently use
them for evaluation of new concepts and for routine design anilysis. With this
in mind, an attempt has been made to validate a Navier-Stokes code in this
paper.

The Numerical code has been developed at the David Taylor Naval Ship
Research and Development Center (DTNSRDC). The experiments described here form
the basis for a cooperative effort between NASA-Langley and DTNSRDC. The
objectives of this program are two-fold: (1) viscous drag reduction by improve-
ment of juncture flow field characteristics, and (2) validation of the DTNSRDC
numerical code. Comparison between predictions of this code and the results of
a previous DTNSRDC juncture flow experiment (ref. 6) has indicated good
agreement (ref. 10).
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In this paper, relevant results from the experiments conducted at NASA-
Langley will be presented. The code will be validated against experimental
static pressure distributions, and streamwise velocity measurements in the
juncture and in the wake. An uncertainty analysis of the results will also be
presented.

DESCRIPTION OF EXPERIMENTS

Facility and Instrumentation

The experimental facility was the 12 in. by 18 in. Low Speed Wind Tunnel
at the NASA Langley 8-Ft. Transonic Pressure tunnel Complex. This open-circuit
tunnel had an overall contraction ratio of 24:1. Two turbulence reduction
screens and a honeycomb flow straightener were in the inlet section. This
tunnel had an automated data acquisition system and a computer-controlled
probe-traversing capability.

The probe rake used in this study had total- and static-pressure probes,
and provision for a plug-in hot-wire sensor. The pressure probes were used for
making all of the velocity measurements. The hot wire was used for checking
the tunnel flow quality. All of the measurements were made at a nominal
freestream velocity of 87 ft/s, corresponding to a unit Reynolds number of
520,000/ft. At this operating condition, the r.m.s. velocity fluctuation in
the streamwise direction was measured to be about 0.15%.

Experimental Model

A schematic of the experimental setup is given in figure 2. The wing-
fuselage juncture was simulated by mounting an unswept wing normal to a
vertical splitter plate ("fuselage"). The wing had a chord length of six
inches and a span of eight inches. For the smoke flow visualization and for
making some preliminary measurements, an NACA 0012 wing was used, details of
which are given in references 11 and 12. (Some relevant results from these
experiments will be used here as needed.) For making detailed surveys, an NACA
0020 wing was used. The wing leading edge was located at 24 in. downstream of
the plate leading edge. A flap at the plate trailing edge was used to adjust
the stagnation point location near the plate leading edge. The plate boundary
layer was tripped by means of a roughness strip near the leading edge. The
plate was instrumented with wall static pressure orifices in the streamwise and
lateral directions.

Leading-edge Flow Control

It has been observed in reference 5 that the wing leading edge shape or
slenderness ratio (i.e., the ratio between maximum thickness and distance -rom
leading edge to maximum thickness) is a major factor in determining the
juncture flow field, and that the strength and location of the secondary vortex
system can be controlled by suitably changing the leading edge. It is expected
that leading-edge modifications near the wing root can lower the adverse
pressure gradients encountered near the wing leading edge, and hence reduce
vorticity in this region. Results from reference 13 indicate that a corner
fillet of constant radius merely shifts the location of the secondary vortex,
even though it has beneficial effects near the wing trailing edge location.
Reference 14 demonstrates that wing sweep can sharply reduce pressure gradients
upstream of the juncture in supersonic flows.

With the guidance provided by the above observations, the following
criteria were used in the design of the fillet. The maximum height of the
fillet above the plate surface should not significantly exceed the plate
boundary layer thickness at the wing leading edge location. The thickness of
the fillet should not exceed the maximum thickness of the wing since it was
essential not to modify the juncture potential flow. In addition, it is
preferable to use easily-developable surfaces, for ease of construction and
installation on existing aircraft.

The modifications were restricted to the region upstream of the maximum
thickness location. In the fillet design, a section of the wing near the root
was stretched linearly so that the extension upstream of the leading edge was 2
in. at the root, and zero at a height of 1 in. from the root. The basic shape
(NACA 4-digit series) of the airfoil (up to the maximum thickness point) was
maintained at all heights above the plate surface. A removable fillet was
fabricated using numerically-controlled machines. A photograph of the fillet
used is shown in figure 3.

Measurement Locations

Pressure and streamwise velocity measurements, with and without leading-
edge fillet, were made at the following stations: (1) two chord lengths
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upstream of the leading edge, (2) at 50% chord location in the juncture, and
(3) one chord length downstream of the wing trailing edge (fig. 2). Three sets
of data were acquired at each of the above-mentioned measurement locations.

Measurement Uncertainties

An electrical model-detection circuit was used with the probe rake to
accurately establish reference points on the plate and the wing. Backlash
error was eliminated by traversing in one direction from the reference point.
The uncertainties in locating x, y, and z are ±0.05 in., ±0.002 in., and ±0.002
in., respectively. The accuracy of the differential pressure transducer used
in the experiment is ±0.24% of tho reading. The pressure instruments were
calibrated as and when necessary, and their calibration factors were checked
and adjusted for drift before making measurements on any given day. The esti-
mated uncertainty in the wall static-pressure measurement is ±0.4%. The
uncertainty in the measurement of streamwise component of the velocity varied
across the boundary layer. Near the surfaces, probe interference could have
introduced an uncertainty of about ±2.5%. Also, the measured streamwise
velocities were not corrected for the influence of cross-stream flow veloci-
ties, which could have resulted in an overestimation of up to 3%. The total
uncertainty in velocity for y/c < 0.1 is -2.5% to +4.0%. For larger values of
y, the uncertainty will be less than 1%.

EXPERIMENTAL RESULTS

In this section, some qualitative and quantitative results are presented
to highlight the complex juncture flow. Smoke flow visualization results are
from a related investigation (ref. 12). In that experiment, smoke-wire
technique was used to visualize various x-z planes (planes parallel to the
plate and slicing the wing) in a juncture formed by an unswept wing with NACA
0012 cross-section, mounted perpendicular to a flat plate. It should be noted
here that the chord Reynolds number used in that study was 60000, with laminar
flow on the plate. Still, the mechanism (adverse pressure gradient) that leads
to vortex formation is the same in both laminar and turbulent flows, with the
extent of separation being different.

Figure 4(a) presents visualization of the x-z plane located at y/delta
(delta is the undisturbed plate boundary layer thickness at the wing leading
edge). This picture clearly shows the flow separation upstream of the wing
leading edge and the formation of horseshoe-type vortices. These vortices wrap
around the wing and diffuse as they move downstream in the juncture. In the
filleted case shown in figure 4(b), the leading-edge separation has been
eliminated, and vorticity in the flow field has been effectively reduced. The
fillet used is very similar to the one that was described earlier. Further
details of this flow-visualization study are found in reference 12.

In the present experiment, surface oil-flow visualization was used to
identify the regions affected by the use of leading-edge modification. The
flow visualization shown in figure 5 is around the filleted juncture, and there
is similarity between this picture and figure 4(b). Leading-edge flow separa-
tion, normally seen upstream of a blunt wing, has been essentially eliminated.

The downstream @ttects of this leading-edge device can be characterized
from momentum measurements as shown in figure 6. There the wake momentum
deficit (K ) at a given y is calculated by integrating the momentum defect
across a srip of wake measurement region, with z varying from -4 in. to 4 in.
Also shown in this figure is the cumulative deficit (D.y), as determined by
integrating Kv from the plate surface to a given y. This cumulative deficit,
which is a meXsure of wake drag when y is large, is consistently lower with the
fillet, indicating flow improvement. Similar quantitative results have also
been obtained in a laminar juncture (ref. 12). These results reinforce the
view that elimination of flow separation at inception can have large beneficial
effects. Further research work is being carried out based on this conviction.

The following sections describe the numerical procedure used for calcu-
lating this flow, and give detailed comparisons of the code predictions with
the experimental results.

DESCRIPTION OF CODE

A detailed description of the numerical procedure used to solve for the
steady-state solution of the incompressible three-dimensional Reynolds-averaged
Navier-Stokes equations can be found in reference 10. only a brief outline is
given here.

The governing equations to be solved are based on Turkel's preconditioned
formulation (ref. 15) which is a generalization of Chorin's artificial compres-
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sibility approach (ref. 16). The time derivative terms are preconditioned by
multiplying an appropriate matrix in order to reduce the disparity in propaga-
tion speeds of fast-moving acoustic and slow-mjving convective solutions.

The spatial discretization is based on the cell-centered central dif-
ference finite-volume formulation with the dependent variables located at the
center of the computational cell. Then the governing equations are written in
semi-discrete form at each cell center. The time-stepping scheme used is an
explicit one-step four-stage Runge-Kutta method. This scheme is first-order
accurate, has a Courant-Friedrichs-Lewy (CFL) number of 3, and has been shown
to be coapuLttionally more efficient than the Runge-Kutta schemes used in
references 17-19. A fourth difference artificial dissipation model has been
incorporated to dampen spurious solutions.

In order to simplify the computation of viscous terms, a generalized
version of the thin-layer approximation adequate for wing/fuselage-type
junctures has been adopted. The Baldwin-Lomax turbulence model (ref. 20) is
used. Techniques to accelerate the rate of convergence to a steady-state
solution include the use of local time step, and the implicit residual smooth-
ing. The use of the latter has raised the CFL number from 3 to 5 or 6. A
great care must be exercised in the treatment of boundary conditions. The
component of the momentum equations normal to the boundary surface written in
curvilinear coordinates is used to set up the boundary conditions at the solid
wall and the plane of symmetry. The non-reflecting boundary conditions using
the characteristic variables are used for the farfield boundaries.

Comnputations

The computations were based on the Reynolds number used in the experiment.
The computational domain was relatively small to avoid using a large computer
memory. The inflow boundary was 1.7 chord lengths upstream of the leading edge
of the airfoil, and the outflow boundary was at 2.0 chord lengths downstream of
the trailing edge. The outer boundary was at 1.9 chord lengths from the x-y
plane of symmetry, and the top boundary was at 0.7 chord lengths from the
plate. The 3-D computational grid was constructed by stacking 2-D C-type
grids.

The computations were performed on CRAY-2 of the Numerical Aerodynamic
Simulation (NAS) Program at the NASA Ames Research Center. Computations were
run in a coarse grid of 41x25x25. Based on previous experience (ref. 10), a
finer grid would have been necessary if the details of the small counter-
rotating vortex needed to be resolved. The computations took 18 minutes of CPU
time for 1500 time steps, and the solution did not change significantly after
about 500 time steps (5 min. of CPU time). The root-mean-square residual of
the pressure was reduced by three to four orders of magnitude. The solutions
were second-order accurate in space. They were first-order accurate in time,
which was considered adequate since only steady-state solutions were of
interest. Computations of flow about junctures with fillets designed based on
the criteria stated earlier are presented in reference 21.

ASSESSMENT OF CODE PREDICTIONS

In figure 7, the calculated wall static-pressure distributions in the
plane of symmetry (z=0) upstream of the juncture configurations are compared
with the experimental results. The agreement is considered quite good. In
figure 7(a), the computations resolve the "hump" (local maximum at about x/c =
-0.1) normally associated with the location of the separation vortex core. The
experiments did not pick up this detail, mainly because of insufficient number
of pressure orifices along the plate centerline. For the filleted case in
figure 7(b), the calculations do not show any "hump" in the pressure distribu-
tion, confirming the experimental results (fig. 5) that the leading-edge
separation has been eliminated or minimized.

Contours of streamwise component of the mean velocity u normalized with
freestream velocity u. are compared in figures 8 and 9. Figure 8 presents the
results at the y-z plane in the juncture at x/c=0.5. The experimental results
show that the leading-edge fillet causes significant changes in the flow
behavior downstream in the juncture. The juncture vortex is much weaker for
the filleted case, as indicated by the more uniform velocity contours in the
juncture. The computed results exhibit a very similar trend, although the
location of the vortex, as deduced from the contour distortions, is further
away from the juncture. Similar computational problem has been reported in a
recent report (ref. 22).

Figure 9 presents comparisons of velocity contours at the wake plane,
x/c-2.0. Again, the improvements brought about by the elimination of leading-
edge separation can be seen in figure 9(b) as reduction of contour distortions.
The numerical results indicate a comparable behavior. But, they over-predict
the boundary layer (or region) thickness. As stated earlier, freestream
Reynolds number was the only constraint used in the computations of this flow.
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The measured initial conditions could not be used in the calculations because
of time limitations. This is believed to be one of the main reasons for over-
prediction.

Individual velocity profiles are compared in figures 10 and 11. Since the
computed location of the vortex is different from that of the experiment, one
can expect differences in individual profile comparisons. Part of the differ-
ences between the experimental results and computations near the plate surface
(y/c < 0.1) can be attributed to the measurement uncertainties (stated in a
previous section), which can result in a fuller profile.

CONCLUSIONS

Elimination of leading-edge separation has considerable beneficial
effects, as confirmed by the experiments and the computations described above.
The numerical code is very time efficient, and it predicts the flow behavior
well, including the detection of leading-edge vortex formation. It tends to
over-predict the boundary layer thickness and the location of the vortex.
Further comparisons for the wing at an angle of attack are being made, and the
results will be published in future.
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Figure 3.- Removable leading-edge fillet.

(a) No fillet

(b) With leading-edge fillet

Figure 4.- Juncture flow visualization at

y/delta=0.
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Figure 5.- Visualization of flow around

filleted juncture.

0 
i .

I I



.3 Experiment
0> No fillet
-D- 2 in. fillet

< 3 Ky

.22

Cumuativ dei4t,

Figur -. Efec ofm (e1ding-edge

.4

ylC y

Dy -J ky dy
0

Wake momentum deficit thickness. Ky
Cumulative deficit, Dy

Figure 6.- Effect of leading-edge
modification on wake flow
(measurement plane: x/c=2.0).

.75 .75

Computation -l
.50 .50

Cp .25 Experiment-\ Cp .25 - Computation
Experiment

0 0

-.25 -1.0 0 -.5 -1,0 -.5 0

x/c x/c

(a) No fillet (b) 2 in. fillet

Figure 7.- Comparison of plate centerline
stat ic-pressure distribution
upstream of wing leading edge.



PI 1-9

Experiment

wing surface

y/c :' .8

0 .1 .2 .3 .4 .5 .6 .7 .8 .9
z/c

Computation

Y/C.8- 97-

8, 7

0 .1 .2 .3 .4 .5 .6 .7 .8 .9

z'c

(a) No fillet

Experiment

•/ .8 9.8

-" - -r i

o .1 .2 .3 .4 .5 .6 .7 .8 .9
z/c

Computation

-/C .7 .

0 .1 .2 .3 .4 .5 .6 .7 .8 .9
z/c

(b) 2 in. fillet

Figure 8.- Comparison of code predictions
with experimental data
(contours of streamwise
velocity u/u. at measurement
plane x/c=0.5).



i

PI 1-10

bl .3
Computation

.2

.I/ 1 . .8 9 .

.3 . .8 -- .7 N,- .7

Experiment

.2 0 .1 .2 .3 .4 .5 .6 .7 .8 .9
z/c

y/c

.1 9 - -.
.9 .9

.7 , .

I I

0 .1 .2 .3 .4 .5 .6 .7 .8 .9
z/c

(a) No fillet

.3

Computation

.2

y/c

--.1 - .- .7 .7Experiment 7

.2.6 - .6-

0 .1 .2 .3 .4 .5 .6 .7 .8 .9

.1

.9 .9 .9 -
.8 . .8

.8 .7 .7 "

o .1 .2 .3 .4 .5 .6 .7 .8 .9
Z/C

(b) 2 in. fillet

Figure 9.- Comparison of code predictions
with experimental data
(contours of streamwise

velocity u/u. at measurement
plane x/c=2.0).



-I II

zIc = 0.1 z/c = 0.2 z/c 0.4 z,c 01 z/c = 0.2 z1c 0.4

Experiment -\ Experimer t
0

.2 Computation .2 Computation

YIc yiC

0 1 0 0 1 0 1 0 1 0
0 1 U/U0 CoU'u 00

(a) No fillet (b) 2 in. fillet

Figure i0.- Comparison of code
predictions with experimental
data (streamwise velocity
profiles at measurement plane
x/c=0.5).

z/c= 0.1 z/c =0.2 z/c = 0.4 z/c= 0.1 z/c= 0.2 zc =0.4

0 Experiment-' , Exoeriment

.2 Computation r .2 Computation

0
y/c 0 Y/b

.1 i t I J A 1 
1

1 0 1 0 11 0 1 0
u/u aO u/u co

(a) No fillet (b) 2 in. fillet

Figure 11.- Comparison of code
predictions with experimental
data (streamwise velocity
profiles at measurement plane

x/c=2,o).



P12-I

ACCURACY AND EFFICIENCY OF
A TIP NARCEING APPROACH
FOR COMBUSTOR MODELINC

A.A. Boretti and F.G. Martelli
Dipartimento di Energetica

Universitd di Firenze
Via di Santa Marta, 3
50139 Firenze, Italy

1. ABSTRACT

Research on numerical modeling of turbrlent reactive gas flows is being conducted
at the University of Florence Department cf Energy Engineering (DEF) to provide
improved analytical models of combustion devices. The objective is to develop adequate
mathematical models of physical processes and a solution algorithm with suitable
numerical properties. The paper describes in detail both the flow model and the
numerical method adopted.

2. NOMENCLATURE

a = speed of sound
a'a' = coefficients
b,b' = coefficients
A = matrix of the quasilinear form
B = matrix of the quasilinear form
c = mean square fluctuating concentration
cp = constant pressure specific heat
C = constant
D = diffusion vector
e = specific internal energy
K = total specific energy
f = unknown vector
f = function
F - axial flux vector
g = perturbation vector or amplification factor
G = radial flux vector
h = unknown index
M, = heat released by the chemical reaction
F&pt = optimization matrix
k = thermal conductivity coefficient
K = turbulence kinetic energy
i = 1-1
I - identity matrix
j = index of the spatial discretization
L - length
a = index of the time discretization
M = Mach number
n = index of the spatial discretization
N - number of unknowns
p - pressure
P - turbulence kinetic energy production term
Pr - reference Prandtl number, *.cp/k*
q - heat flux vector
R = low Reynolds number term
Re - reference Reynolds number, r L*o'/u
R, - turbulent Reynolds number
a - stoichiometric ratio
S - source vector
Sc - reference Schmidt number, t'/Mp
t - time
u - axial velocity component
v - radial velocity component
V - velocity vector
x - axial coordinate
y = radial coordinate
Y - mass fraction
w - wave number
zx - computational coordinate
zy - computational coordinate
a - specific heat ratio
0 = eigenvalue
r - diffusion coefficient
a - density
1 - viscosity coefficient
v - viscous stress tensor
0 - conserved scalar
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G - complex scaler
a - artificial viscosity coefficient
Sr - characteristic control surface dimension
6t = timestep
6x - mesh dimension
6V = control surface area

-rate of chemical reaction
t * kinetic energy dissipation rate
n = parameter for cartesian and axisYmmetric coordinates

Subscripts

fu - fuel
lam - laminar
max - maximum
min - minimum

ox = oxidizer
turb - turbulent
v - viscous sublayer
w wall

Superscripts

- reference

3. INTRODUCTZON

Numerical research on turbulent reacting flows is being conducted at the
University of Florence Department of Energy Engineering (DEF) with the long range
objective of bringing internal computational fluid dynamics to a level of pratical
application in designing combustion devices. Turbulent flows involving chemical
reactions occur in many devices, from powerplants to jet engines. The requirements of
increased combustion efficiency and decreased pollutant emissions in these applications
have led to the need for designers to be able to predict quantitatively the behavior of
turbulent reacting flows.

Classical empirical design methods show severe limitations in scaling combustion
chambers. Furthermore, they are of little use when big jumps are required in the
technology levels or in developing combustion chambers based on novel concepts.
Nonetheless, the development of more suitable empirical-analytical design methods calls
for significant advances in both physical modeling and numerics. The reliability of a
numerical method is indeed mainly a function of both the adequacy of the physical
process mathematical models and the numerical properties of the solution algorithm.

The basic equations that describe a multicomponent reacting gas mixture flow are
assumed to be the Navier-Stokes conservation equations from a Eulerian standpoint, for
overall mass, momentum, energy and species, amplified to include chemical source terms,
and closed by chemical kinetics relationships and state relations.

Since even the fastest and most accurate computer available today cannot provide
direct solution of these equations with adequate space and time resolutions, in most of
the problems having engineering significance, it is customary to decompose the various
quantities characterizing the flow into averaged values and fluctuating components. In
turbulent flows, an averaging process is introduced in order to obtain the laws of
motion for the averaged turbulent quantities (Reynolds averaged Navier-Stokes
equations). For compressible flows, a density weighted average is preferred (Favre-
averaged Navier-Stokes equations). Conversely, hypotheses are necessary to close
conservation equations for averaged quantities.

Reactive gas flows are described am a mixture of three species, fuel, oxidizer and
products, with combustion supposed to be controlled by a single step, irreversible
chemical reaction where fuel and oxidizer combine in a fixed mass proportion to produce
only a single product. This model represents a highly idealized description of
pratical chemical systems, but appears to be adequate for engineering purposes [8, 9).

In order to be able to properly describe turbulent reacting flows, it is necessary
to develop mechanical turbulence and reaction rate models. The mechanical turbulence
models developed by the authors range from a simple algebraic generalized mixing length
model [10, i) to a more sophisticated model with conservation equations for two
turbulence quantities. The latter, described herein, utilizes turbulence kinetic
energy K and its dissipation rate t in a low Reynolds number formulation. While the
algebraic approach has the notable advantage of simplicity, the two equation approach
certainly represents a far more general model. In both cases, however, the level of
approximation is always quite satisfactory for engineering purposes [10, 11, 151.

The averaged chemical source terms are modeled by using pseudo-eddy breakup mixing-
controlled reaction rate expressions 18,9]. Fast kinetic assumptions appear to be
particularly reliable in modeling turbulent reacting flows. The reaction rate models
developed at DEF range from a model for only perfectly premixed flows to a model taking
into account an imperfect premixing, currently under development and described herein.



P12-3

Simple mixing-con trolled reaction rate formulas allow a quantitative prediction of heat
release due to chemical reactions [10, Ii].

The main obstacles in advance numerics are the coupling and nonlinearity of
equations, complexity of configurations, and the limitations of techniques, i.e.,
numerical discretization errors and instabilities in solution algorithms.

The spatial finite volume method (FYM) of diacretization allows easy adaptability
to different configurations. The method puts emphasis on the balance of flux integrals
over control volumes, and conservation is ensured, since continuity of fluxes is
maintained. A second-order accuracy on smoothly varied meshes is obtained by using
hexagonal control volumes, with numerical errors vanishing at mesh refinement.

The explicit pseudo unsteady solution technique using artifical time-dependent
equations exhibits good properties of stability, convergence, and ease of understanding.
The procedure is particularly simple and robust, as required by the coupling between
conservation equations and the non linearity. The physical implications are transparent
and computing costs are reduced to acceptable levels.

This work involves a fluid dynamic study of steam generator boilers in large-size
thermoelectric powerplants, where it is necessary to solve compressible viscous flow
equations for exceedingly low Mach numbers. In fact, at such low speeds, compressible
equations must be used to adequately account for the combustion-generated heat.
Therefore, the paper deals with low speed regimes only.

Physical modeling and numerics are easier to perform in two-dimensional geometries.
At present, we shall limit our attention to two-dimensional flows with both cartesian
and axisymmetric coordinates.

4. FLOW MODEL

The following equations describing the flow model are written in the general two-
dimensional form. A switching parameter nl distinguishes between cartesian and
axisymmetric coordinates.

4.1 BASIC CONSERVATION BQUATIONS

The basic conservation equations are the unsteady Navier-Stokes conservation
equations, for mass, momentum, and energy. The unsteady form is required in the time
marching approach to reach the steady solution. These equations are written in Favre-
averaged form, with a first-order turbulence closure as follows [1, 21

ft + F.. + G.y = S

where f, F, G and S are four-component vectors and

f = y".(o, o.u, a-v, o.Z)

F = y"*(ou, ou' + p - r-, o-u-v - T,, (o.E + p).u - U'T,, - v-r., - q,)'

G = y
0

*(O'V, Oau.v - rxy, OaV
2 

+ p - r ,,, (o*E + p).v - u-.xy - v.TYY - qrJ

s = y.(o, o, n.(p - ree)/y', o't - P + Of.-'H)t

where

Tx, - 2/3.g/Re*(3.u., - u.. - v., - fl.v/y) - 2/3-o-K

rry = Ij/Pe.(u.y + v.x)

T ,, = 2/3.u/Re" (3v.,Y - u,., - v., - f7-v/y) - 2/3-a-K

r.. - 2/3.u/Reo(3.v/y - u., - v., -v/y) - 2/3.o*K

qx - -.k.e../(Re.Pr)

q, = e.k.e.,/(Re.Pr)

n - I or 0 for cartesian and axisymmetric coordinates respectively.

The Reynolds stresses have been expressed through an eddy viscosity model,
following the Bousinnesq assumption, by introducing an effective viscosity coefficient
V, the sum of a laminar and a turbulent part

J- Jul.. + AJ.r-b

Similarly, the turbulent flux vector has been modeled with a gradient assumption,
by introducing an effective thermal conductivity coefficient k, the sum of a laminar
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and a turbulent part

k - kg.. + kerb

The turbulent viscosity coefficient is expressed according to the Prandtl-
Kolmogorov expression

O.C"ReQP/t

while k,.rb is assumed proportional to liM.rb

k s ki.s + kterb Mee Pr/Pria. + t..rb - Pr/Prturb ai

The production term for the turbulence kinetic energy is given as

P U .rb/Re.2 [(u._) + (v.,)2 + (.(v/y)2] + (v.x + u,,)zl

For a perfect gas, the equation of state is

p = (a - l).o-e =( - )o(E - j.(us + v2))

and the speed of sound is written

a' - a.p/o

Only one term involving an average of velocity and pressure gradient fluctuations
is disregarded in the energy equation [1]. This assumption seems to be reasonable -t
Mach numbers below five, and certainly does not reduce accuracy in applications
involving low speeds such as those under consideration.

The equations are written in dimensionless form. All the variables' characteristic
values are constructed on the basis of a reference length L*, velocity V., density o,
and values 1* and k* of the viscosity and thermal conductivity coefficents, whereas the
other characteristic quantities are derived from: L*/V" for t, V

*
2 for e, E, K, H-, P

and o*.V
*

s for q, o*.V
*

s for p, i*.V*/L for r, V*"/L
* 

for e ....

The physical flow domain is generally limited by inlet, exit, solid, Pnd symmetry
boundaries. A number of boundary conditions equal to the number of conservation
equations minus one is imposed at inlet (u, v, e are known), while only one condition is
imposed at exit (p is known). Along the solid boundaries the no-slip condition requires
u = v = 0, while the heat-flux vector has to be specified (usually no-heat-flux
conditions are adopted). At the plane of symmetry, the normal derivatives of all the
flow parameters vanish. The only exceptions occur for those flow parameters which must
be set equal to zero such as the normal velocity component.

4.2 LOW REYNOLDS NUMBER K-r TURBULENCE MODEL

Over the past decade, two-equation models of turbulence have been widely used in
modeling turbulence effects. Such models have certainly facilitated numerical studies
of turbulent flows, though agreement of such predictions with experimental data has not
been uniformly satisfactory. For wall flows, these models have been normally used in
conjunction with empirical wall function. The wall function transfers the solid
boundary conditions to points in the fluid removed from the wall. However, universal
wall functions are not well established in many situations, and thus methods including
an integration up to the wall _)pear preferable.

The no-slip boundary condition for flows over a solid wall ensures that viscous
effects are important in the immediate wall vicinity. Standard K-e models neglect any
direct viscous effect on the turbulence structure, and hence are inapplicable in the
viscous aublayer. In the viscous sublayer, the turbulence Reynolds numbers

R, - a.KJ .Re/(1i.m.-r)

are low, the molecular transport is of the same order or greater than the turbulent
transport, and the dissipative motions are strongly influenced by viscosity.

Low Reynolds number K-t turbulence models are usually obtained according to a
strategy of minimum change to high Reynolds number models. In the turbulence kinetic
energy and kinetic energy dissipation rate conservation equations, the molecular
diffusion term must be retained. Furthermore, an additional term significant at low
Reynolds number is kept in the latter equation.

The unsteady conservation equations for K and e are written, according to the
previous general form, as

f y".( .... o., o.t)'

F - ".( .... OuK - D,, o.a.' - De,)1

G y ''(... ov.K - DK,, ov.1 De,),
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S - (. P - P., P.C.1 .te - Cie, 'o'/K + R.)9

Wi th

D& - r-IRe.K, ISc,

D& - r'IRe.K. ,Scm

De. - r'IRe., ,sc.

Der - r'Re.I.,/Sc.

R. is a low Reynolds number term defined later on. The reference value for r' is
r'*. Similarly to the previous assumption for k,

- r,.. r',t,, - Pia. • sc/sci.. + liitb • SC/SCI.rb a 1

The empirical constants appearing in the modeled equations are functions of Rr.
From sublayer data obtained in high Reynolds number boundary layers, the function C is
given as

C, - 0.09.exp[-2.5/(l+R,/50))

For decaying isotropic grid turbulence, a curve fit to experimental data gives

C. I 1.43

C.: - 1.92.[1.00 - 0.33.exp(-R,2)J

The Schmidt numbers should follow from a computer optimization. At present, the
following values are used

Sc. - 1.3

Scr - 1.0

but some adjustment is required.

Further modifications are needed for use near walls. Let y be the direction normal
to the wall. Within the viscous sublayer, according to the classical rappresentations of
the near wall region such as the Chieng and Launder's two-layer model [3] reproduced in
Figure 1, the velocity displays a linear variation, which we may write as

U - y-Rer./u

where r. is the wall shear stress. Furthermore, the kinetic energy has a parabolic
variation

K - K. (y/y,)s

where y. is the thickness of the viscous sublayer. (This corresponds to a linear
increase in fluctuating velocity with distance from the wall.) The dominant contribution
to the energy-generation rate is a term rt,r, .u,, where Ti.rb is the local turbulent
shear stress. Since this stress is zero within the viscous sublayer, the generation of
turbulence energy is zero. Unlike the generation, the dissipation rate is not zero, and

4 the value is a constant equal to

2Ui,../(Re.o) '(P, , )z

On introducing the expression of K, we obtain

In the immediate vicinity of a solid surface r . constant, and therefore /lK-->-
as y- >O. The problem can be overcome by reinterpreting the dissipation equation so
that it becomes an equation for

t- - e - 2.,../Re.(K*,. + R',F)s

As a result, a term

Re - -2.p.m/Re.(K'. + K*.,)'

is added as a source term in the kinetic energy conservation equation.

The term R. has been modeled as

R. - -2p.- /Re(,(W. + t*, )

The inclusion of the low Reynolds number terms in the conservation equations
allows a K - 0, e - 0 wall boundary condition to be applied.
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The proposed model appears to describe the flow in the immediate neighborhood of
the wall in a reasonable way. The model basically differs from other low Reynolds
number formulations such as those proposed by Chien and Launder [3) and Hassid and Parch
[4) in the form of the low Reynolds number terms Rs and R.. The model does not take into
account the preferential damping of velocity fluctuations in the direction normal to the
wall, as in Chien [5 and Nagano and Hishida [4]. In comparison, the proposed
formulation has the advantage of enhanced generality and programming ease.

Both K and t have to be specified at inlet, while no condition is needed at exit.
Inlet conditions are usually considered of lesser importance, but the imposed boundary
conditions can lead to wrong conclusions about the performance ol a turbulence model.
The inlet profiles of K and t can have significant effects on the downstream flow. In
absence of experimental inlet profile data, careful choice of the inlet conditions is
essential [6, 7). Typical inlet conditions adopted in predictions are

K Cs -.Vs

e C. .R/"/L.

with L. a fraction of the inlet duct height.

This model, now under development, is open to modification.

4.3 COMBUSTION MODEL

Let us consider a gas mixture of three species, fuel, oxidizer, and products. In
the partially premixed case, all the species are known through solution of conservation
equations for two reactive variables, let us say, the fuel mass fraction Y,. and the
conserved scalar 0

e - Yf. - Y../s

This scalar, an example of the Shvab-Zeldovich coupling function, is a flow property
free from sources and sinks.

The solution of a conservation equation for 0 or Y., is perfectly identical for
physical reasons, and the oxidizer mass fraction can be derived from 0 and Yf..
However, the solution of a conservation equat.,n without source and sinks is preferable
for numerical reasons.

The conservation equations for Yf, and 0 are written as follows
f = y -.( .... .f., o.0),

F - y .( .... o'u.Yf. - DY,. ou.0 - DOx)'

G - y- .( .... o'v-Y,. - DY,, o-v'0 - DO,)'

S = ( -o., 0)O

with

DY, = r/Re,(Yfx)../Scr

DY, - r/Re,(Y.),/ScY

DO - r/Re.0,./Sc,

DO, = r/Re.e., /Scr

The diffusion coefficient r is assumed equal for all species. Its reference value
is r*, and again rs., b is assumed proportional to j1.. .

Both Y,. and 0 have to be specified at inlet, while no condition is needed at
exit. Along the solid boundaries, the diffusion vectors for species have to be
specified (although usually no diffusion conditions are adopted).

The problem is completely closed when a formula for the (averaged) rate of
chemical reaction for fuel is supplied. Because the chemical reactions can be considered
in most cases very fast, it can be assumed that the rate of combustion will be
determined by the rate of dissipation of the eddies. The fuel and oxidizer appear to be
fluctuating intermittent quantities so that there is a relationship between the
fluctuations and the average concentration of the species or their gradients. Therefore,
the rate of dissipation can be expressed by the mean concentration of the species or by
their gradients. In combustion controlled by turbulent mixing, the rate of chemical
reaction is thus a function of both Y,. and 0, other than of a time characteristic for
turbulent mixing Kit.

As in the classical Eddy breakup models [8, we assume
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Of. CE .'.& -9/K

* where CEu is a model constant and the variable c represent the mean square fluctuating
component of fuel concentration. The reaction rate is thus directly proportional to a
parameter representing reactant fluctuations and inversely proportional to a
characteristic time for turbulent mixing.

While variable c may be obtained by solving its governing equation, it is
preferable to assume that generation equals dissipation. Therefore, c can be evaluated
from an algebraic equation written

c - C. (Yf.).,' + (y,., K2./to

where C. is another model constant. The reaction rate is thus made dependent on the fuel
mass fraction gradient.

The imperfect premixing is considered by introducing a limiting value for
fluctuation, i.e., the smaller value between fuel and oxidizer concentration

c 5 yf.S

c S (Y.Is
a

As previously pointed out for the mechanical turbulence model, the proposed
reaction rate model is still under development, so that further modifications in
expressing c are likely to be necessary in order to obtain a fully satisfactory model
for mixing controlled reactions.

The influence of temperature, disregarded in the proposed model, will soon be
introduced in dealing with kinetically influenced processes. These processes can be
easily considered by evaluating of. as the lowest value obtained from the previous
formulation and by an Arrhenius-type formulation [8, 9).

5. NUMERICAL METHOD

A numerical method has been developed for solving steady two-dimensional problems.
It comprises a pseudo-unsteady solution, with artificial time-dependent equations, a
finite volume spatial discretization, and an explicit corrected viscosity temporal
discretization.

5.1 PSEUDO-UNSTEADY METHOD

The physical time dependent techniques (PTD), i.e., those solving the physical
unsteady conservation equations, have the disadvantage of requiring a very large number
of timesteps before convergence. To improve convergence, the physical unsteady
conservation equations are replaced by artificial unsteady conservation equations. The
artificial time-dependent techniques (ATD) solve unphysical unsteady conservation
equations, constructed by adding purely artificial unsteady operators to the steady
physical conservation equations, so as to lead to the correct steady solution in as
small a number of timesteps as possible.

Let us consider a pseudo-unsteady solution of the following system of first-order
equations

f. + A.f.. = Ce,. -f + C If.

where A is a matrix, possibly the function of the f 's (h = I. N). but not of their
derivatives, with N real eigenvalues Pa, tvansformable into diagonal form, and Ca is a
positive constant, and Ce is constant, not necessarily positive).

The perturbation field can be expressed as follows [101

g - g*.exp(i.w.x).exp(e.t)

where g* is a constant complex vector and G a constant complex scaler. Substitution
yields an algebraic equation, the solution of which furnishes N possible values of e.

If C.+o, Co+0, the solution generally yields values of e which are not wholly
imaginary in that they have a positive or negative real part

es = -(Co .iw - Ce) -i.w.Pt (h - 1_...,)

and the perturbation waves are consequently damped or amplified in accordance with C is
smaller or greater than Co .w' respectively. In the specific case of Co - 0, C - 0,
the perturbation waves propagate at velocities A, without damping or amplification.

As a result of the previous analysis, suitable artificial time-dependent
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conservation equations can be constructed by iMProving both the propagation and damping
processes, obviously providing an unaltered steady solution. Examples of improved
propagation are given in (12 - 15], while examples of improved damping are given in 10,
17). The viscous terms always produce perturbation damping. Furthermore, emphasis
must be placed upon the numerical treatment of the transport equations that contain
source terms. i.e., energy, turbulence kinetic energy and its dissipation rate, and the
fuel mass fraction. Under certain circumstances, these terms may give rise to
perturbation amplification.

Suitable artificial time-dependent conservation equations can be constructed by
improving the propagation processes, obviously providing an unaltered steady solution
(12 - 15]. Assuming a successive explicit time-integration scheme, the timesteps are
determined according to a local CL condition. Therefore, the times taps are assumed
inversely proportional to the module of the maximum perturbation speed, P.... To
maximize the effect of the elimination process, the ratio between the speeds of slowest
and fastest perturbations A.#./6... should be as large as possible.

Thereafter, the physical time-dependent conservation equations were replaced by

f,. J&PI-1 + F.. + a.,w -

where &,LP is a matrix defined in order to optimize the rate of convergence toward the
steady state.

The matrix expression is subject to several conditions (121: 1) the coefficients of
JL,t must only be functions of f; 2) the determinant should be nonzero; 3) the resultant
system of conservation equations must be hyperbolic with respect to time; and 4) the
number of negative eigenvalues must be equal to the number of boundary conditions given
for the PTD equations.

In view of the great variety of admissible ATD equations, the systems are compared
in terms of the best minimum and maximum perturbation speed ratios, with the further
assumption of modifications to only one conservation equation. With those assumptions,
Mps can be expressed in two-dimensional applications as [15)

1 0 0 0 ... 0

0 1 0 0 ... 0

0 0 1 0 ... 0

Af-. .2 -fl .u -f, .v Is ... 0

0 0 0 0 ... i

where fi, fs depend on the Mach number M - Via,

Ai - sin (P - 1, 0),

I - max (f, + I, C,)

with C, a small positive number.

The perturbation speed ratio for the PTD equations at low Mach numbers is given

=mm ~ 1/(1+1/14)

The perturbation speed ratio for the proposed ATD equations, again at low Mach
numbers, is

t/Pm..- 1/f(U + W)/2 + (((I - MV )/2)Z + l1v

Minimum and maximum perturbation speed ratios (a parameter regarded aa a
convergence speed indicator) are presented in Figure 2 for the PTD and ATD equations.
The PTD equations appear to be unsuitable for flows with low Mach numbers, while the
speed ratio appears to be significantly improved in low Mach numher regions for the ATD
equations (161.

5.2 SPACS DISCRXZATION

The equations are discretized in space using a finite volume technique. The mesh is
generally nonorthogonal and curvilinear, conforming to the domain boundaries and having
lines intersecting at arbitrary angles. It is refined wherever high gradients are
expected to occur. The discretization nodes, located at the line intersection, are the
centers of hexagonal control volumes, obtained bu connecting the six surrounding nodes,
as represented in Figure 3.
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The discretized version of the conservation equations with the fully irregular
hexagonal control surface is a generalization of the classical hexagonal discretization
proposed by Couston [181 for inviscid cascade flow calculations. Nonetheless, the
classical diacretization appears to be unsuitable for viscous calculations in complex
geometries, mainly due to the requirements of constant mesh spacing in the direction
normal to the wall.

A study of the consistency and order of accuracy of the discretization from
hexagonal, trapezoidal, bitrapezoidal, and quadrilateral control surfaces conducted
according to the procedure described in [19) shows that i) discretizations of these
types are generally only conditionally consistent and 2) the mesh requirements for
consistency and second-order accuracy are easiest to satisfy for the hexagonal surface.
In classical applications with nonuniform orthogonal meshes, discretization results
unconditionally consistent with a second-order accuracy, and an ensuing mesh only
admitting smooth variations.

With unconditionally consistent spatial discretization, numerical errors always
vanish with mesh refinement. Furthermore, second-order accuracy on smoothly varied
meshes is an important property of the scheme, since an error due to numerical diffusion
of the first-order (as in the old upwind schemes) is frequently of such large magnitude
that it overwhelms the turbulence model used in the calculations.

Theme control volumes allow use of flow parameters not specified by a boundary
condition, according to the same numerical process inside the passage, through solution
of conservation equations over half control volumes. Rowever, half control volumes are
used only along the solid boundaries, since a simpler extrapolation from the inner point
is preferable along the inlet and outlet boundaries.

The approximation of the first-order derivatives of f is easily defined in terms of
the coordinates and values of f in each node and its four neighbors [20]. If the cell
of the center j,n belongs to a curvilinear system zx(xy) = constant, zy(xy) =
constant, the derivatives f,., f-, required to express the viscous stress and the
heat-flux and diffusion vectors can be written in terms of derivatives with respect to
the curvilinear system; these can be easily approximated by means of standard centered
differences.

5.3 TINE DISCRETIZATION

The equations are discretized in time using an explicit one-step corrected
viscosity scheme. A semi-implicit character is introduced in the scheme previously
adopted by the authors [10, 11 used to evaluate artificial viscosity. This improves
stability properties without introducing additional difficulty.

The discretized version of the conservation equations is written

foj.. - -6t/SV.I(fl,xes) + lj,.

+i/
6

.(f', _j.m + f-"ji._ + fm'j,. + f-j.,.. + fj,.... + fj.. -

-O/6( ,.. + + f*j..,, + +a-,...* , *J, 6"f**J*m)

where inviscid flux terms are evaluated at time m.6t, while the viscous terms are
evaluated at time m*.6t. In the latter time, quantities are evaluated only at fixed
intervals and assumed constant between updating intervals.

The term f- on the R.H.S., replacing a term fA, means that the last updated
value of f is used as it becomes available. This introduces a semi-implicit character,
thereby improving the stability properties of the scheme. This modification does not
introduce any difficulty, but, on the contrary, it results in an useful simplification.
This allows to obtain an improved accuracy/convergence ratio, since numerical viscosity
can be reduced for the same convergence rate.

In order to investigate the stability properties of the new scheme, let us consider
the scalar equation

f,, + A'f,. = 0

where A is a constant. The discretized version of this equation can be written

fj-11 - fm - 6t/6x.A/2.(fj,m - fjm*) + 1/.(fj,Ia + fjm,*1 - 2.fjm)

where a term fj-j&*l now replaces fj.jm on the R.H.S. This linear equation has a
solution of the type

fjm - f-(w). .ex(i.j.w.6x)

where V represents the initial data and the supersm-'ipt m in g means a power; g, the
complex amplification factor, is given by
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g ,I-t5t/x.A/2.[(xp(iw6x) - exp(-i-w.dx)i + exp(i.w.6x)/21/(l - exp(-i.w.Ex)/21

where angle w-x varies between -n and n, depending on the wavenumber w. According to
the von Neumann stability criterion, the scheme is stable if IgSl1 for all w*5x, and
unstable otherwise.

The amplification factor g is generally given, in a two-level scheme, by

(a + i-a)g + (b + i-b') - 0

where a,a',b,b' are all real coefficients dependent upon w.Sx. Therefore, if

g - Igi.[coo(e) + i-min~e)]

then

=gl" - {[b-a + b'.a']2 + [b.a' - b.al'/[a's + a'.a']&

In the specific case, the stability limit is given as

i/Ct .A.6t/Sx 5 1

where Ct is a number greater than unity. In the scheme previously adopted by the
authors, the limit is simply

A.6t/5x 9 1

and therefore the new scheme gains in stability by a factor Ce.

In the case where the model equation is a vector equation, f is a vector and A is a
matrix that might be a function of the f& 's (h = 1,...,N) but not of their derivatives,
with N real eigenvalues 06, the stability condition is replaced by

I/Ct P.. 6t/5x S 1

This condition can be expressed in the same fashion as the one adopted for the classical
C.F.L. condition, i.e., the numerical domain of dependence of the scheme must contain
the domain of dependence of the difference equation, although the latter is now reduced
by a factor Ct.

In the old scheme, the scalar viscosity coefficient 0 is evaluated as

9 - CO [I(1 - Cc, /6.

I .*i-,.. + +'Je,.-e + o'j..-e + o'J,,.. + 'J,J,.,1 + j,.,e -

If 0 - 0, the artificial viscosity is not corrected and its coefficient is of the
order of 61r/6t, i.e., the artificial viscosity term introduces an error of the order of
5r, which is unacceptable. If 0 - i, the error due to artificial viscosity is
completely corrected, but the scheme reduces to unconditionally unstable for inviscid
flows. If 0 - 1 - O(6r), a weak, often acceptable, residual viscosity is retained at
the steady state; this viscosity is of the order of (l-0).Sr'/t, i.e., only 5r8.

It should be noted that the artificial viscosity is weak only at the steady state,
but it is rather strong when required by the damping of perturbations during transient
states.

Since a larger artificial viscosity coefficient improves convergence and since
every conservation equation involves proper choice of the artificial viscosity
coefficient to achieve a balance between stability and accuracy requirements, we shall
introduce an artificial viscosity vector

a - CeI .[1 - Cas 16.

I 'J*-1,. * , + + ol*i,l,. + +-

where Cej and Co, have become two vectors, i.e., the viscosity coefficients are
dependent on this particular equation. The end result is an improved
accuracy/convergence ratio with respect to that of the previous scheme.

In the calculations, the terms referred to in iteration ma are updated only at
specific iterations and are assumed constants between two updatings. The updating rate
Is assumed equal to 20-25 iterations as a result of a numerical optimization. The
viscosity coefficients are generally of the order of unity, but smaller values,
producing a stronger artificial viscosity, are used in the mass conservation equation
and in the energy conservation equation for nonreacting flows.

Lastly, it should be noted that special attention is focused to those source terms
representing generation/destruction of turbulence kinetic energy or fuel consumption.
The source term representing generation/ destruction in the transport equation for the
turbulence kinetic energy and its dissipation rate are predominant with respect to
transport and diffusion. Therefore, the oscillations of these terms have to be properly
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reduced in order to avoid instabilities. The terms, suitably filtered, are evaluated
only at set intervals and assumed constant during intervals. This results in a
reduction of the oscillations and in enhanced convergence. The same applies to the
source terms representing fuel consumption, especially the term appearing in the energy
conservation equation due to the large values of the heat released by the chemical
reaction Jr )> 5, where additional problems arise from the interaction between
turbulence and combustion from the presence of K and t in the fuel reaction rate
expression.

6. RBSULTS

The code is particularly economical with respect to both storage requirements and
computing times. Calculations have been easily performed on an IBM PC AT.
Computational time per node and per time step is of the order of 2-10

-
s a per

conservation equation. The number of iterations to be performed obviously depends on the
degree of accuracy. A residual source criterion is adopted to ensure that the
procedure has converged. The unknown field satisfies the steady conservation equations
to the required degree when the maximum pointwise residual for every conservation
equation becomes smaller than values of the order of 10-' - 10-'. In typical
calculations, convergence is reached in about 3000 - 4000 time steps.

6.1 HOHREACTING FLOWS

The numerical method was first applied to the prediction of nonreacting flows.
Several isothermal flows of engineering interest were computed and compared with
experimental data, including plane and axisymmetric computations of recirculating flows
(backward facing step flow, flow in a symmetric expansion, or double step, flow in a
sudden pipe expansion; the flow domains are schematically illustrated in Figure 4).

Preliminary calculations were performed with a 25 x 35 computational grid. Grid
size was dictated by available resources, although obviously better results can be
obtained on finer grids. In particular, stronger mesh refinement should be used near
the walls, mainly due to the low Reynolds number formulation of the K-i turbulence
model.

Calculations were performed for a flow over a backward facing step; experimental
data obtained by Westphal et al. are given in [22 . The duct height upstream of the
expansion is 76.2 mm, the step height is 50.8 mm, and the Reynolds number, based on step
height is 42,000.

The mesh adopted is shown in Figure 5. The velocity field in Figure 6 exhibits the
expected features, with the separated and reattachment region downstream of the step. A
useful parameter for a quantitative evaluation of the prediction capability is
comparison of the length of the recirculation region xs, normalized by step height. The
experimental reattachment length is about 7.33, the predicted reattachment length is
7.58.

In calculating backward facing step flow, standard K-e models [6] underpredict the
reattachment length by as much as 204. This implies that the shear stress in the
separated shear layer are overpredicted, i.e. the computed turbulent viscosity is higher
than that existent in the region, which is probably the main reason for failure.
Contrarily, the prediction obtained using the proposed K-e model is quite accurate,
despite the coarse grid adopted.

Calculations were also performed for a flow over an axisymmetric expansion (cfr.
experimental data obtained by Moon and Rudinger [23]). The pipe diameter upstream of
the expansion is 70 mm, the pipe diameter downstream of the expansion is 100 mm, and the
Reynolds number, based on the small tube diameter, is 280,000.

The mesh adopted is shown in Figure 7. The velocity field in Figure 8 exhibits the
expected features. Comparison of the length of the recirculation region xt, normalized
by the step height, gives an experimental reattachment length of about 8.0-8.5 with a
predicted reattachment length of 8.04.

In contrast to the predictions for backward facing step flow, the standard K-e
models predict the reattachment length within experimental uncertainty [6], while the
prediction obtained using the proposed K-a model is again quite satisfactory.

The fairly good prediction of the flow in an abrupt pipe expansion and the
underprediction of the recirculation length in the flow over a backward facing step,
usually encountered using standard K-i models are most likely due to an incorrect
representation of the rtabilizing effect of the top wall in these models. Within the
limits of these applic-tions, the proposed model seems to properly model the near wall
region. Obviously, much more exploration is needed before final judgment can be passed.

Predicted and measured axial velocities are compared in Figures 9 - 11. While
accuracy satisfactory for engineering purposes is obtained, better grid refinement
should be adopted for fully satisfactory results.

-- -- m~mmm mmm mm mmmm m • mmmmmmmmm mlm m m m
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6.2 RXACTZIN FLOWS

The method was also applied to an extremely simplified configuration of turbulent
flow with chemical reactions. In this configuration, mixing of two parallel streams,
one of hot gases and the other of a fresh mixture of air and methane, in a constant area
duct is considered. The hot jet causes a flame to be ignited and stabilized in the
duct.

In the flow domain, schematically illustrated in Figure 12, the inlet duct, with a
cross-section of 100 x 100 mmo, is split into two parts. The upper section (80 x 100
mm') is assigned to the fresh air and methane mixture, with a velocity of 65 n/s, a
temperature of 580 K, and a mixture ratio of 0.8; the lower one (20 x 100 mm') one is
assigned to the pilot flame made up of hot gases, with a velocity of 130 mls and a
temperature of 2000 K; the walls are insulated.

This configuration has been studied both experimentally and theoretically; two
sections, x - 42 mm and x - 122 mm, were investigated with CARS measurements [25]. The
authors studied the configuration using their simplified model, i.e., a generalized
mixing-length mechanical turbulence model, with a formulation for the chemical source
term to be used only in perfectly premixed flows [10, 11].

Preliminary calculations were performed on the 35 x 45 computational grid shown in
Figure 13. Comparison of experimental and theoretical transverse temperature profiles
in Figures 14 and 15 shows that agreement in both sections lies within engineering
accuracy. At x = 42 mm, the differences are very close to the limit of experimental
uncertainty, since the influence of the reaction rate formulation is very small. At x -
122 mm, the temperatures in the mixing layer are underestimated, with relatively large
differences; this is attributable to a limited computer optimization of the model
constants and to the lack of an ignition condition.

7. CONCLUSIONS

An artificial time-dependent technique (ATD) capable of solving the steadyconservation ecuations governing partially premixed turbulent reacting gas flows has
been presented.

Mechanical turbulence has been modeled using a low Reynolds number formulation of a
K-t turbulence model. This low Reynolds number terms and the dependence of the model
constants on the turbulence Reynolds number allows a fairly good representation of the
near wall region.

The chemical source term has been modeled according to classical fast kinetic
assumptions. The formulation relates the chemical source term to the fuel mass
fraction gradients, while making it possible to take into account imperfect premixing by
introducing limiting values.

The proposed ATD equations, discretized by means of an explicit dissipative finite
volume scheme, have been used to compute turbulent reacting and nonreacting flows.
Results, obtained on coarse grids, are encouraging: The method appears to be simple,
robust, and efficient, with computing costs reduced to acceptable levels.
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Figure 5 Backward facing step: mesh adopted.

Figure 6 -Backward facing step: predicted velocity field.

Figure 7 -Axisymmetric expansion: mesh adopted.

Figure 8 -Axisymmetric expansion: predicted velocity field.
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Abstract

A numerical method has been developed to solve the Navier-Stokes equations for
laminar compressible flow around delta wings. A large-scale solution on a mesh of
129x49x65 points for transonic flow M,=0.85 a=lO deg. and Re. C =2.38xlO around a 65
deg. swept delta wing with round leading edge Is presented and giscussed. The results
reveal the presence of primary, secondary, and even tertiary vortices. Comparison with
experiment shows that the interaction between the primary and secondary vortices is
obtained correctly and that these results are a more realistic simulation than the one
given by the Euler equations.

Intro 'iction

Numerical solution to the Euler equations is currently being proposed as a model to
the problem of leading-edge separation from a delta wing and the consequent formation of
a vortex over the wing. The approach seems reasonable enough, and indeed convincing
results have been produced, when the separation occurs from a sharp edge'

-3
. One concern

with a solution to finite differences taken on a grid is that the vorticity diffuses
because of the numerical method. A mesh with a large number of grid points usually is
needed in order to limit the diffusion to a low level. But even then serious reserva-
tions arise with this approach if the edge is round because the action of viscosity in
the boundary layer now determines precisely where the flow separates, and not a geomet-
rical singularity as in the case of a sharp leading edge.

The comparison g Euler solutions with experimental measurements in an internation-
ally sponsored study of vortex flow over cropped 65 deg. delta wings with sharp and
round leading edges recently demonstrated this point

4
. With the round leading edge a

vortex is shed in some numerical Euler solutions but in other solutions the flow is
attached around the leading edge. This suggests that the Euler solution may be non

unique. Even when the numerical solution produces a vortex when in reality it is expect-
ed, the comparison with the measured surface pressure is not particularly good because
the secondary vortex, observed in the experiment but not in the Euler solution, dis-
places the position of the primary vortex. One concludes that a viscous model is needed
for a more realistic simulation.

We have recently developed a numerical method to solve the compressible Wavier-
Stokes equations for laminar flow over delta wings

5
. We present here some of our latest

results from a large-scale Wavier-Stokes simulation of transonic flow M_0.85 a=10 deg.
over the round-edge delta wing of the International Vortex Flow Experiment, and compare
them with our Euler solution and the measured pressure distributions. The viscous solu-
tion contains the secondary vortex as well as other vortices located between the upper
surface of the wing and the shear layer shed from its leading edge. The comparison with
the experiment shows that the position of the primary vortex and the surface pressure
under its core are more accurate in the Wavier-Stokes solution than In the Euler solu-
tion. Hence the proper interaction between the primary and secondary vortices is obtain-
ed.

* Current address: DFVLR, Institute for Theoretical Fluid Mechanics, Bunsenstr. 10,
D-3400 Gdttingen, F.R. Germany

e The Symposium on the International Vortex Flow Experiment on Euler Code Validation
was held in Stockholm, Sweden, 1-3 Oct 1986. The Proceedings are published as Ref.
4 and are available on request to: Librarian, FPA, Box 11021, 161 II BROMMA, Sweden
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Computational Method

The Navier-Stokes equations for an arbitrary stationary cell V with boundary av and
outer normal unit vector D in a Cartesian reference frame read

f g dV + f U(g).Li dA -=0()V av

where

e e+p)v - 1.y +

The notation is standard. The column vector S is density, momentum, and total energy per
unit volume. The gas is air and is considered perfect. Newton's law gives the stress
tensor

I= [grad v + (grad v) T] + Aldiv v

and Fourier's law the heat flux 9" The viscosity coefficient g depends on temperature
according to Sutherland's law, and the Prandtl number is assumed constant, Pr=O.72.

Spatial Discretization

The Navier-Stokes equations (1) are discretized in hexahedrons (Fig. 1) using the
finite-volume technique. Since the conservative variables are assumed to be defined by
their cell averages, the volume integral in (1) over a cell P Is expressed by:

I dV- f dV (2)
p VP

The surface integral in (1) over the boundary of cell P is approximated by assuming
the mean-value of the flux tensor on each side to be equal to the arithmetic average of
the flux tensor in the adjacent cells:

6
f Ule dA H ;P fn dA (3)

aVp kl k Pk

where
H 1
=Pk ( 2 + 4k)

aVpk denotes the common part of the boundaries of P and its neighbouring cell k.

With the conservative variables given, all terms of the flux tensor are readily
available in cell P. except for the gradients of the velocity components and temperature
as well as div V. Following the definition of the conservative variables as cell averag-
es

s
, the gradients in cell P are defined by:

grad op = Vf grad 0 dV/v f dV (4)

VP VP

where 4 = u, v, w, or T.

Using the gradient theorem, the volume integral in (4) can be expressed by a sur-
face integral, which is approximated similarly to (3):

6
grad op f 0 i dA/f dV- kI n dA/f dV ( (5)

V Vp k=l IVpk v(
p p Pk VP

where

OPk = i(OP + Ok"

div Vp is evaluated similarly to grad op.

On a Cartesian equidistant grid, the present finite-volume approximation is equiva-
lent to a second-order central difference discretization involving 25 points. It is
broader than the conventional finite volume schemes applied to the Navier-Stokes equa-
tions which involve 19 points.
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The spatial discretization constitutes the physical difference operator JPH defined
by the negative right hand side of (3) divided by the cell volume. The convective cen-
tral differences do not damp unphysical oscillations caused by flow discontinuities and
waves with short wavelengths, and nor do the dissipative central differences because our
broad scheme uncouples neighboring points. Therefore we add numerical damping terms to
I (q) just as we did for solving the Euler equations*, but we use smaller coefficients.
They comprise non-linear second-order differences sensed by the discretlzed second deri-
vative of the pressure, and linear fourth-order differences of the conservative vari-
ables:

fN(g)=(CFL/At){z(8I[sI(p)5i]+6j[sj(p)8j] +

+ 5X(e8(P)aK))-A(
8 
j+6+j)) (6)

with CFL the maximum CFL number used (defined below) and At the time step. The constants
x and & used lie in the ranges: 04x0o.o1 and O.0054Al0.02. The sensors sI , s3 and eK are
of similar form, e.g. s1 for a cell indexed by I,J,K:

sI(PI±l/2,JK)=PII
8
± PI±I/2,J,KI/Imax, 1

6
f P'oJ',K'I (7)

Here we have used the classical finite-difference operators are defined by:

6I eIoJ,K' 
5
I+l/2,J,K - eI-i/2,J,K (8)

9I OI,J,K (I+l/2,JK + I-1/2,J,K)/2

and similarly for J and K.

The numerical damping operator E is modified near the wing surface and farfield to
ensure its dissipative property also there.

Thus the semi-discrete approximation of the Navier-Stokes equations can be written
as;

dq
S= (g) (9)

where

= P + IN

Equation (9) represents a large system of first-order ordinary differential equations.
We solve it for the steady state by the second-order explicit three-stage Runge-Kutta
scheme;

o n

, =go + At E(go)
(10)

g = go + i/2At [r(go) + r(g,)]

,n+l= . + 1/2 At [?(go) + g(q,)]

51ability

The stability of explicit Runge-Kutta schemes applied to the semi-discretization
(9) of the Navler-Stokes equations has been studied for a scalar linear model equation
in Ref. 5. If the coefficents of the model equation are obtained from the maximum moduli
of the elgenvalues of the coefficient matrices of the linearized Navier-Stokes equation,
the von Neumann stability analysis shows that also the mixed derivatives contribute to
the time step limitation even on an orthogonal mesh, contrary to the implication we
reached in Ref. 5. We have refined the stability condition for an explicit Runge-Kutta
method applied to the present finite-volume discretization of the Navier- Stokes equa-
tions. The estimate we now use reads

At~min {CFL vI.I+ [I.K+( ]4j+ I]

+ ( + )/ ) l i l l l il Kl i 11 K ) -}(12)
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where c is the speed of sound, Y = max(Y,2+2p, rp/Pr)/p, v the cell volume, 3, the sur-
face normal in I-direction, etc.

The stability bounds RK and CFL are chosen such that all complex numbers z with
RK4Re(z),O and jIm(z)!<CFL lie inside the stability region of the Runge-Kutta method
(see Fig. 2). For the three-stage Runge-Kutta method (10) the following choice is taken
for the delta wing fine-mesh case: CFL0.5 and RK-. In general, CFLl1.5 and RK=-1 are
taken. The factor 1/2 leaves space on the negative real axis of the stability region to
accommodate the numerical damping contribution.

Mesh

The round leading edge delta wing proposed for the International Vortex Flow Expe-
riment on Euler Code Validation has 65

0
sweep and 15% taper. It is defined by one section

in terms of x- and z-coordinates:

(±[O.l183jx-0.21l0x+O.350lx2-0.3406X 3
] 0x4O.4

LNACA 64A005 profile x>0.4

The nose radius is 0.7%, the maximum thickness at 40% Is 5% local chord, and the
trailing edge is sharp.

We generate an 0-0 mesh around this wing by the transfinite interpolation method7.
The fine mesh consists of 129, 49 and 65 grid points in t.e chordwise I-, near normal J-
and spanwise K-directions, respectively, I.e. 410 865 grid points in total. On the wing,
the mesh points are clustered near the leading edge and tip and to a less extent also
near the trailing edge and symmetry boundary with larger spacings in the mid sections
(Fig. 3). The mesh is nearly orthogonal at the wing contour, except for the points near
the trailing edge and tip (Figs. 4 and 5). The grid points between the wing and the

farfield, which is a hemisphere of radius 3 root chords CR from mid root-chord, are
clustered near the wing to resolve the boundary layer. We estimate that the clustering
placea about 20 points in the boundary layer.

Initial and Boundary Conditions

For M.=0.85, a=10O, Re. C. =238x108, the calculation is started from freestream on

a coarse mesh using a large second- order damping coefficient (X=0.1), which is subse-
quently reduced to 0.01. The converged result is interpolated on the medium mesh and so
on to the fine mesh.

The 0-0 mesh topology introduces periodic, symmetry, wing and farfield boundaries
to determine bilaterally symmetric flow over a quadrilateral wing. The symmetry boundary
lies In the yO plane. The periodic boundaries extend from the trailing edge and tip of
the wing in the positive x- and y-directions, respectively. At periodic boundaries, grid
points on upper and lower surfaces are mapped onto each other. The conditions on the
conservative variables are

QIMAX,J,K=QI,J,K ; QI,J,KMAX=QIMAXI°J,KMAXI (12a)

At the symmetry boundary, p,u,w, and e are even functions with respect to y, and v

is an odd one:

(p,u,v,w,e)T(xy,z)=(p,u,-v,w,e)T(x,-yx)(12b) (12b)

The no-slip condition holds on the wing, which is assumed to be adiabatic. The
pressure is obtained by neglecting the viscous terms in the wall normal momentum equa-
tion:

M,0 w = 0 ; AIw = 0 (12c) (12c)

The pressure and the stress tensor at the wing interface of the first cell above
the wing are approximated by their values in that cell.

The boundary conditions at the farfield boundary are based on the theory of charac-
teristics for locally one-dimensional inviscid flow. For supersonic inflow or outflow,
the locally one-dimensional Riemann invariants, entropy and tangential velocity compo-
nent, i.e.:

2 2R -v-n--c R: 2 R vn +-c-1 2 -(12d)

R In (-2) Y -

are given from outside or Inside the computational region by, respectively:

aRm
Rm = Rm or -= 0 (12e)

For subsonic Inflow, Rl,R 3 , and 84 are given from outside and R from inside. R2 ,
R3 , and 34 are determined from inside and R. from outside for subsonic outflow.
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The conditions (12e) are used to determine R In a fictitious cell outside the
domain of integration either by freestream or by k in the cell next to the farfield.

This fully discrete explicit scheme has been fully vectorized over all three dimen-
sions for the CYBER 205 supercomputer by the vector-coding concept developed by Rizzi-.
Using 32-bit word length the resulting computer program operates at 23 CPU micro-seconds
per time step and per grid point. Only 30 data quantities need to be stored at each grid
point.

Discussion of Computed Solution

We simulate laminar flow over the cropped delta wing for the conditions M_-0.85,
a=10 deg. and Re. c =2.38xlO. The streamlines (steady particle paths) originating near
the leading edge in RFig. 6 show two distinct regions of swirling flow which lift before
the trailing edge. The Inboard one is clearly the primary vortex, and is above the out-
board region. The other swirling that we see only starts past midchord. For this reason
and because It is too far outboard, we hesitate to call it the secondary vortex. We
discuss this further below. The side view shows that the shear layer leaving from the
cropped tip is less tightly wound, presumably because of the reduced sweep angle of this
edge. We remark that there is no indication of an abrupt uplifting of the vortex near
the beginning of the cropped tip, as we have seen in the corresponding Euler solution-.
We attributed that as an effect of the cropped edge.

The line towards which the skin friction lines converge (Fig. 7) clearly indicates
the secondary separation at y/s=0.74 and confirms that there is a secondary vortex In
the numerical solution. This compares reasonably well with the oil flow in Fig. 7, con-
sidering that the experiment is done for a wing with a sharp leading edge. The experi-
ment indicates a clear primary attachment line, and one can infer one in the computa-
tions up to about 60% chord. Past this point the skin friction lines from near the sym-
metry plane are swept spanwise outboard, and the suggestion of a primary attachment line
is completely lost. Since this is just ahead of the cropped tip, perhaps this effect is
linked to the tip. But the discrepancy that we cannot explain is that close to the
trailing edge the computed lines sweep outboard from the symmetry plane while the oil
flow shows the direction to be streamwise inboard of the primary attachment. The skin
friction lines emanating from points a short distance away from the tip and trailing
edge turn upstream and apparently terminate in a nodal point of separation on the secon-
dary separation line, also in contrast to the oil flow.

Figure 8 presents the computed skin friction lines on the upper side of the leading
edge. Where they are converging, the dashed line nearest the leading edge has been drawn
to indicate the primary separation line. Where the skin friction lines diverge, a dashed
line suggests the attachment line of, presumably, the secondary vortex. The nattern z
diverging streamlines cases just ahead of the cropped tip, and apparently the secondary
attachment line terminates there. We believe this effect is strongly Influenced by the
shape of the tip.

The pressure minimum (Fig. 9a) almost coincides with the secondary separation line,
around which large gradients of the modulus of vorticity (Fig. 9b) can be seen where the
boundary layer lifts off the surface. Pressure and vorticity are nearly conical up to
x/cR-0.55. The structure in the flow near the leading edge between x/cR-0.55 and -0.75
is complex and needs to be discussed further. For this purpose Fig. 10 presents contour
curves of constant static Cp, total pressure coefficient Cp 

1 
-Pt/pt. and vorticity

modulus drawn in the flat plans x/c =0.80. The rings of static C (Fig. 10a) identify
the primary vortex. The overall pattern of these contours is reglar except for the
region between the primary vortex and the leading edge. The contours total pressure
(Fig. 10b) and vorticity modulus (Fig. 10c) show the thinness of the boundary layer on
the upper and lower surfaces. They also indicate the lifting up of the boundary layer on
the upper surface just under the primary vortex. This is confirmation that secondary
separation occurs under the primary vortex where the contour lines of C and vorticity
on the upper surface are most dense. Further outboard both sets of contours show another
uplifting from the wing surface and could be called a tertiary separation. And even a
fourth Island of vorticity appears very near the tip.

The comparison of static pressure coefficients (Fig. 11) at the stations x/c=0.3,
0.6 and 0.8 with experimental data verifies the realism of the main features simulated
here, and points out the contrast with the Euler solution. The position of the primary
vortex core and the pressure level under it are predicted in good agreement with the
experiment, whereas the pressure minimum in the Euler solution lies too close to the
leading edge and its suction is much higher. A number of different C measurements were
taken for different Reynolds numbers. The results of these measurements show a clear
dependence on the Reynolds number. Since our simulation is for laminar flow, we compare
here with the measurements taken at the lowest Reynolds number because that case con-
tains the largest region of laminar flow. Two distinct minima occur in the viscous simu-
lation which is typical of laminar vortex flow. The second minimum usually is not seen
in turbulent flow, and this is con- sistent with the experimental results presented
here, in which the transition to turbulence was observed. The comparison of laminar and
turbulent pressure measurements over a delta wing (Fig. 12) Illustrates this effect
which Kichemann discusses in his book1

0
. The third minimum in the computed pressure near

the leading edge at x/cR.O.6 (in Fig. 11) may be related to the third vortical structure
seen near the tip in Fig. 10c.
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The overall comparison of the velocity vectors in Fig. 13 measured by two different
techniques (laser" and probe 

2
) and those from the computed solution further support

the realism of the calculation. We should point out the even under the best of circu -
stances such measurements are difficult to carry out for transonic flow. Am seen in Fig.
13a laser measurements could not resolve the entire primary vortex core, and the probe
measurements just outboard of the leading edge in Fig. 13b are clearly In error.
Neverthless these are the best data we have to work with. Close inspection of this figu-
re does shows that the core of the primary vortex in the computed solution is slightly
above and inboard of the one found in the probe measurements in turbulent flow. The
sketch of the primary vortices In Fig. 12, taken from the laminar and turbulent experi-
ments, explains this difference as being due to the turbulent flow condition present
during the probe measurements.

We return now to the question of the complex structure seen in the vorticity con-
tours in Fig. 10. Velocity vectors are needed to bring out the sense of the flow direc-
tion. Figure 14 displays them drawn at equispaced intervals (not grid points) in a true
plane normal to the leading edge at x/CR=O.

7
O. (Looking at the vectors In this plane

reduces the chances of being mislead because the missing component along the leading
edge varies the least.) Here (Fig. 14a) we see clearly the primary separation, the vor-
tex core, and the primary attachment point. The secondary and tertiary vortices are seen
only crudely because of the coarse spacing of the vectors. With a tighter spacing over a
region close to the upper surface, Fig. 14b brings out the velocity profile over the
whole upper surface of the wing section and now clearly indicates the secondary and
tertiary vortices. In the region just surrounding the leading edge of the wing the velo-
city vectors in Fig. 14c, even reveal a fourth vortex which might be called a "roller"
vortex because it is sandwiched between s' -hed shear layer and the wing surface. There
might be a counter clockwise vortex :n , 'inity of the leading edge.

In high Reynolds number flows one exC->.s the boundary layer to be very thin. In
order to investigate this matter in our solution, we present diagram plots of vorticity,
total pressure, and u component of velocity drawn versus the line segment indicated by
the dashed line in the contour plots in Fig. 15. These diagrams indicate the very thin
and sharp boundary layer profile supported by our mesh clustered tightly near the wing
surface. It is interesting to observe that the maximum of vorticity (Fig. 15a) occurs in
the boundary layer on the windward side, presumably because the boundary layer is swept
and stretched there. The magnitude of vorticity Is much higher in both the windward and
leeward side boundary layers than in the core of the primary vortex. This suggests that
the standard Baldwin and Lomax model for turbulence could be applied In its usual form
without modifying it use of vorticity. The largest loss in total pressure occurs in the
leeward boundary layer (Fig. 15b), but here the loss In the core is greater than in the
windward boundary layer. The profiles of the u velocity component show that the gradient
of u is somewhat steeper through the windward boundary layer that it is through the
leeward layer where it is separating. The small plateau In u is a curious feature of
this uplifting layer.

Concluding Remarks

The quantitative details of this solution must be analyzed further before one can
come to a final judgement about its realism. But from comparison with experimental data
we can conclude that the laminar Navier-Stokes equations are a better model than the
Euler equations for this class of flow, and that in overall qualitative terms their nu-
merical solution is predicting the interaction between the primary and secondary vor-
tices, and thus the surface pressure, more accurately than the Inviscid flow simulation.
It remains to be investigated which improvements can be gained by implementing simple
transition and turbulence models for high Reynolds number vorticial flows.
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a) view from above

b) horizontal view towards symmetry plane

Fig. 6 Streamlines originating near the leading edge
determined from the solution show multiple
vortices over the wing.
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Fig. 7 Comparison of oil flow photograph
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solution.
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a) ACp= 0.1

pt

C) A [rot Vlj= 0.0001

Fig.1 0 contour lines in the plane x/cR=O.80
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a) overall view
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b) boundary layer profile
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c) detail showing fourth clockwise vortex at tip

Fig. 14 Velocity vectors drawn in the plane normal
to the leading edge at x /cR~O .70
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INVESTIGATION OF THE ACCURACY OF FINITE VOLUME METHODS
FOR 2- AND 3-DIMENSIONAL FLOWS

Rossow, C., Kroll, N., Radespiel, R., Scherr, S.

Deutsche Forschungs- und Versuchsanstalt fUr
Luft- und Raumfahrt e.V.

Institut fUr Entwurfsaerodynamik
D-3300 Braunschweig-Flughafen

F.R. Germany

Summary

The accuracy of finite volume methods for the discretization of the unsteady Euler equa-
tions in a cartesian coordinate frame is investigated. For finite volume methods, gener-
al requirements are derived for a spatial discretization which yields first order accu-
racy on arbitrary meshes. An error analysis shows that in two dimensions methods based
on a cell vertex scheme meet these requirements whereas methods based on a cell centered
scheme do not. Numerical results on different two-dimensional meshes confirm the theore-
tical statement that only cell vertex schemes perform accurately on grids with slope
discontinuities.
Using structured coordinate grids for complex three-dimensional flow problems, even cell
vertex schemes require additional effort to ensure first order accuracy on arbitrary
meshes. The applicability of the ce'l vertex scheme is demonstrated by the calculation
of the flow field in a nozzle and the flow around a powered nacelle.

List of Symbols

cI  lift coefficient q velocity vector

Cp pressure coefficient R gas constant

E total energy t time

F tensor of flux density T temperature

h mesh spacing V volume

H total enthalpy W vector of conserved quantities

x -ly 
1
z cartesian unit vectors = P. 0u, ov, pw,

x,y,z cartesian coordinates
Ma Mach number

e angle of attack

unit vector of outward 
normal

%V boundary of control volume V

0(hn) terms which are at least pro-

portional to hn

Introduction

The field of computational fluid dynamics has evolved from the first attempts at solving
model fluid flows to the stage where computational methods play an important role in
aerodynamic design. With the advent of fast vector computers a significant advance was
achieved in this field by developing methods for solving the Euler equations. The use of
Euler codes has several motivations. Solutions of the Euler equations give a more physi-
cal representation of inviscid subsonic, transonic and supersonic flow fields than po-
tential flow methods. They do not suffer from nonuniqueness problems, which have been
observed in potential flow theory. In particular the position of the vortex sheet behind
a wing needs not be specified, but it comes out as a part of the solution. In regions
where shock waves are present, the Euler equations allow entropy rise through shock
waves while mass, momentum and energy are conserved. Furthermore, Euler codes are able
to treat embedded regions of different total pressure and total temperature in the flow
field without dividing it into different domains, which have to be otherwise patched to-
gether by complicated or nonphysical procedures.

The numerical solution of the Euler equations as discretized by the finite volume tech-
nique is well known. Finite volume methods are based on the integral form of the govern-
ing equations, which ensures the fulfillment of the conservation principles in the dis-
cretization. Usually the equations are written in a cartesian coordinate frame, and no
global transformation of the system of cquations to curvilinear coordinates is neces-
sary. The finite volume discretization technique requires the approximation of the inte-
gral over the surface of the control volumes in the computational mesh. There exists
a variety o- schemes based on the finite volume technique. Generally, however, two basic
strategies are applied.
The first strategy uses a cell centered scheme in which the flow quantities are associ-
ated with the center of a cell in the computational mesh. Jameson, Schmidt and Turkel
[11 applied a oell centered scheme for the calculation of two-dimensional flow fields by
solving the Euler equations. In Jameson and Bakdr [21 further applications of this meth-
od to three-dimensional problems are reported. Also Rizzi used in [3] a cell centered
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scheme for the calculation of inviscid three-dimensional flows. Due to their simple
structure, cell centered schemes are in widespread use in computational fluid dynamics.
The second approach employs a cell vertex scheme, where the flow quantities are assigned
to the vertices of a cell, i.e. to the mesh nodes. Ni [4] used a cell vertex scheme for
the calculation of inviscid two-dimensional flows. Hall [5] applied an extended version
of Ni's scheme for the discretization of the two-dimensional Euler equations. Koeck [6]
and Denton [7] employed cell vertex schemes for the computation of three-dimensional
flows.

Recently the complexity of geometries being investigated has continuously increased. In
addition to the calculation of te flow field around a single wing (8], work is more and
more focused on the simulation of the flow around complete aircraft configurations, e.g.
[2, 9-12] . For such geometries the generation of smooth body-fitted grids is very
laborious. Due to the complexity of the configuration under consideration, it may be
impossible to generate smooth meshes without singular lines or singular points. Even the
use of block-structured meshes (13-16] may not avoid the occurrence of singularities and~slope discontinuities.
A difficult question which arises in computational fluid dynamics is the analysis of thet numerical error which appears in the discretization of the governing equations. The
problem is even more evident when treating complex geometries. As a comparison with
exact solutions is usually not possible for complex flows, computation on successively
refined grids is used to verify the accuracy of the numerical method. This means of
verification requires a priori that the truncation error in the spatial discretization
is at least proportional to the mesh spacing, i.e. at least of first order. In order to
validate this feature of the spatial discretization the accuracy of finite volume meth-
ods has to be assessed mathematically.

In the first part of this study, general requirements are analytically derived which
have to be fulfilled to establish first order accuracy of a finite volume method inde-
pendent of the smoothness of the computational mesh. In the following a cell centered
scheme and a cell vertex scheme for the discretization of the two-dimensional Euler
equations are compared. The accuracy of the different approaches is analyzed' and the
derived criteria are confirmed by numerical results. The outcome of this comparison is
that only the cell vertex scheme provides the capability to be at least first order
accurate on arbitrary meshes. The last topic of the paper concerns three-dimensional
flow problems. It is pointed out that a straightforward extension of the two-dimensional
cell vertex scheme to three dimensions does not lead to a method of first order on arbi-
trary meshes, since in three dimensions, the faces of a cell in the computational mesh
may be distorted. Furthermore a hexahedral cell may degenerate to a pentahedron or a
tetrahedon. A comparison of the results of the calculation of the flow through a nozzle
achieved by the application of both cell centered and cell vertex schemes shows the
better accuracy of the cell vertex scheme on non-smooth grids. The applicability of the
cel" vertex scheme is further demonstrated by the calculation of the flow around a pow-
ered nacelle. In this case the computational mesh exhibits a polar singularity. However,
no transformation of the equations to polar coordinates is necessary.

2. General requirements of finite volume methods

2.1 Governing equations

The three-dimensional Euler equations for unsteady compressible inviscid flows may be
written in integral form using a cartesian coordinate system as

fJJJ4 dV F ; J~ dS (1)
V ,3v

where

pq

lP |puq + pi.|pE pLq + P1,

pHq

In equation (1), p, p. u, v, w, E and H are the pressure, density, cartesian velocity
components, total energy and total enthalpy, respectively. V denotes an arbitrary con-
trol volume fixed in time and space and V is the closed boundary of the volume. P re-
presents the tensor of flux density and it is the outward fqcing nofmal along V. The
unit vectors of the cartesian coordinate system are given by ix, iy, iz , and the veloci-
ty vector is hence

q - ui,+ vi,+ wI, (2)

Applying the integral mean value theorem, equation (1) can be converted to
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( t (3
fff ds

v
The term on the left-hand side of equation (3) represents the integral mean value of the
rate of change of 0 in the control volume V, and the right-hand side is the flux per

volume of mass, momentum and energy through the surface of V. Together with the equation

of state
p - pRT (4)

which relates the pressure to the components of 0, equation (3) forms a system of five
equations for the unknowns p, u, v, w and E.

2.2 Finite volume discretization

As equation (3) is valid for an arbitrary control volume, it also holds locally for each
cell Vi,j,k in the computational mesh

a t _T V ", Ifj k a v, ., (5 )

where

V VLI d

Denoting the flux of 14 through the surface of the cell Vi,j,k by 6i,j,k

ii.fk F; ndS (6)

equation (5) reads

a& - 5,,av (7)
1 .i , Vi. j.

In a finite volume method the flux d. k is evaluated by approximating the surface
integral in equation (6) by numerical in'tl)ration. Denoting the result of the numerical
integration by fi,j,k' equation (6) now is

= + (8)

where c, . k denotes the error due to the numerical integration. Substituting (8) in (7)
gives te approximation of the integral mean value of the rate of change of ( in each
cell

av= - , [./.k + 7i. k 
(9)\(it /iAk Vi., , k

Equation (9) shows that for the approximation of the mean rate of change of the flow
variables in a control volume one has to deal with error terms of the form

- i~, ((10)
.k j. k

If the integral mean value of the rate of change of the flow quantities in a cgntrol
volume is to be calculated with at least first order accuracy, the error term E,j,k
must at least depend linearly on the mesh size h.
The volume of a cell is a quantity whose magnitude in an n-dimensional space is propor-
tional to the n-th power of the mesh size h

V, k = V(hn). "(11)

Thus it is pvldent from equation (10) that the integration error in the numerical inte-
gration of F-n over the surface of a cell must be proportional to h

n

E hj k, =k 0(h) (12)

to fulfl t(h ).v i

to fulfill thle above requirement.
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Equation (12) states that in two-dilneional finite volume methods the accuracy of the
numerical integration of the term (F.n) over the surface of a cell must be of third
order. For three-dimensional methods the error of the numerical integration must be at
least of fourth order. Only under these conditions it is assured that the approximation
of equation (3) is at least first order accurate on arbitrary meshes.

Note that in the above considerations no assumptions about the location of the flow
quantities were made. The relations derived so far are independent of the strategy ap-
plied in the finite volume scheme.

3. Two-dimensional flows

3.1 Discretization

In this section the two basic strategies, the cell centered and cell vertex discretiza-
tion scheme, will be compared through their application to two-dimensional flows. The
particular cell centered finite volume method is a scheme according to Jameson [11
whereas the cell vertex scheme is based on the ideas of Hall [5]. A comparison including
a detailed error analysis was given in (171 and therefore here only the main features of
the different schemes will be discussed.

In order to apply the finite volume methods investigated here, the physical domain is
divided into quadrilateral cells by generating a body-fitted grid. A typical cell with
corresponding geometrical quantities is shown in Fig. 1. As the faces of a two-dimen-
sional cell are given by straight lines, the normal vectors to the different facesare
constants which can be calculated exactly. The numerical evaluation of the flux 0.
through the surface of a cell is performed by splitting the surface integral of equat IA
(6) into a sum of integrals over the four faces of the cell. Due to the fact that the
normal vectors are constants, equation (6) can be written for two-dimensional cells as

= fl1 1121j f FdS + 'i;j4.12 jFdS + ' -1. * FdS + ;QV 'J FdS (3

The remaining problem is the evaluation of the integration of the flux density tensor
over the different faces.

First the cell vertex scheme will be considered. In Fig. 2 four control volumes are
sketched which have point i,j as a common vertex. The flow quantities are located at the
vertices of the control volumes. The flux density tensor in the midpoints of the faces
is obtained by linear interpolation of the quantities at the endpoints of the face. The
numerical integration is performed with the trapezoidal rule which is known to be third
order accurate. For this reason the approximation of the integral mean value of the rate
of change of the flow quantities in a cell is approximated at least with an accuracy of
first order. Note that du, to the fact that the normal vector on each face can be calcu-
lated exactly, accuracy of first order is assured independently of the geometry of the
cell. Roe has shown in [18) that for the case that the cells are parallelograms, the
approximation of the rate of change in a cell is even second order accurate. Due to the
parallelism of opposite faces the first order error terms cancel each other.
In order to relate the mean values of the rate of change in a cell to the rate of change
at a vertex, a further approximation is made by the use of a distribution formula. The
application of this formula assumes the change at a vertex to be a function of all cells
having the particular vertex in common. Following Hall (5] , the changes in the cells
surrounding a vertex are weighted by the volumes of the corresponding cells, and this
average is taken to be the change at the particular vertex. For point i,j in Fig. 2 this
leads to:

a- _ ( -v-, j + (Wvl- +_- + (--T)_ -  
(14)

at w Vij + Vi-l., + V I-I + vi,.-I1

This formula is first order accurate on arbitrary meshes. Therefore the accuracy of the
approximation of the rate of change at a vertex is always of first order. On cartesian
meshes the distribution formula (14) is second order accurate thus leading to a discre-
tization method which is second order accurate on cartesian grids.

Next the cell centered scheme will be discussed. The flow quantities are located at the
cell centers (Fig. 3). In order to perform the numerical integration of equation (13)
the mean value of the flux density tensor P at the midpoint of a face is approximated by
averaging the quantities in those cells having the face in common. Multiplication of the
mean flux density tensor with the corresponding cell face and normal vector leads as
before to numerical integration of (13).
If the averaging of the quantities in neighboring cells gave the exact value of the flux
density tensor at the midpoints of the facep, the integration would be third order accu-
rate. For the arrangement of cells sketched in P 4 the averaging does not provide the
exact value at the midpoint of a face even for a linearly varying function. The conse-
quence is that the numerical integration of (13) is no longer third order accurate,
which in turn leads to errors independent of the mesh size h for the approximation of
the rate of change in the control volumes. In [17) it is pointed out that the reduction
of the discretization error in cell centered schemes depends only on the smoothness of
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the computational grid. On non-smooth grids with slope discontinuities the discretiza-
tion error will not be reduced when the mesh is refined. Nevertheless on cartesian grids
the cell centered scheme is second order accurate and on grids which are sufficiently
smooth the cell centered scheme behaves as a scheme of second order accuracy.

3.2 Solution method

In order to establish a fair comparison of both discretization strategies, the same
solution method is applied as a framework for the procedures described above. As the
schemes use central differences they require an amount of artificial viscosity, and here
a blend of fourth and second differences as described by Jameson [11 is added. The inte-
gration of the system of ordinary differential equations is carried out by the use of a
five-stage Runge-Kutta scheme. Details of the scheme can be found in (19]. In order to
drive the solution towards the steady state, acceleration techniques such as local time
stepping, implicit averaging of residuals, and enthalpy damping are applied. The cell
verte., scheme is further augmented by the use of a multigrid method which is based on
the work of Jameson (11 and Hall [5]. Solid wall boundaries in the cell centered scheme
are handled by implementation of the normal momentum relation [19] . The cell vertex
scheme uses a flow tangency condition similar to [5] . The treatment of the farfield
boundaries is based on the concept of Riemann invariants. For lifting cases the effect
of a single vortex is added to the freestream flow.

3.3 Numerical Results

The first test case considered is the internal flow over a circular arc of 10% thick-
ness. The onflow Mach number was chosen to be 0.5 so that the flow field remains subson-
ic. The grid exhibits a slope discontinuity caused by the attachment of the circular arc
to the wall (Fig. 5). The isobar patterns delivered by the cell centered scheme exhibit
disturbances caused by the discontinuity in the mesh. The results obtained with the cell
vertex discretization are given in the same figure. In this case the isobars have smooth
slopes and the flow field is symmetric with respect to the inflow and outflow bounda-
ries, as it should be for inviscid subsonic flow. Fig. 6 shows the results for the same
problem after a mesh refinement. The disturbances in the cell centered scheme do not
vanish, due to the zeroth oruer errors in the scheme.

The second case for comparison is the transonic flow past the NACA 0012 aerofoil. An
0-grid was generated by conformal mapping using 160 by 32 cells and all grid lines pos-
sess smooth slopes. Fig. 7 shows the results provided by the application of the differ-
ent discretization methods. Both schemes deliver almost the same results, as can be seen
from the contour pressure distribution and the lift and drag coefficients. In order to
check the order of accuracy, a mesh refinement to 320 by 64 cells was performed. The
results are given by dashed lines in the same figure. The total pressure losses are al-
most reduced by a factor of four in both schemes, indicating that both schemes behave as
second order accurate schemes.

4. Three-dimensional flows

4.1 Discretization

For derivation of an accurate finite volume method for the calculation of three- .men-
sional flow fields only cell vertex schemes will be discussed. Compared to the 2-0 case
additional effort is required in three dimensions when using structured meshes. -is is
caused by two reasons: first, the faces of three-dimensional cells in structured .eshes
are not necessarily rectangles but may have a trapezoidal or even triangular shape. Fur-
thermore the vertices of a cell face may not lie in a plane and therefore the normal
vector is no longer constant on the face.

If all cell faces are given by triangles, no problems occur to meet the requirement of
equation (12), since on a triangle the normal vector is always constant and will not
cause any difficulties in the discretization. Additionally simple averaging of the flow
quantities at the three vertices leads to a numerical integration which is fourth order
accurate. This implies that such a numerical integration of a function, which varies
linearly on the cell face, will yield the exact value of the integral. This property is
exploited by methods applied to unstructured meshes (e.g. [201).

When treating quadrilateral rather than triangular cell faces the numerical integration
has to be exact for a bilinear function to meet the above requirements [211 . In this
case the averaging of the quantities at the four vertices only provides a formula of
sufficient accuracy if the cell face is given by a rectangle. Additionally, due to the
fact that the normal vector may not be a constant, it is not possible to derive a three-
dimensional analog to equ-'ion (13). For faces on which the normal vector is not a con-
stant the integration has to include the varying normal vector.
In order to overcome these difficulties the cell faces can be ,3ubdirided into triangles.
Performing this subdivision in an appropriate manner leads to a discretization scheme
which is first order accurate on arbitrary meshes. Furthermore, on cartesian meshes the
discretization will be second order accurate and therefore on smooth meshes a behaviour
of second order can be expected. The subdivision of cell faces into triangles leads to a
three-dimensional cell vertex discretization scheme with analogous properties to the
two-dimensional scheme. Of cuorse numerical effort will be increased when employing this
discretization.
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The considerations above only concern the approximation of the integral mean value of
the rate of change of the flow variables in a cell. In order to approximate the rate of
change at a vertex a distribution formula similar to equation (14) is used.

4.2 Numerical results

In this section numerical results from the application of the cell vertex finite volume
method will be presented. The framework of the solution method is a direct extension of
the 3-D DFVLR cell centered Euler code [22] . In contrast to the 2-D cell vertex code no
multigrid technique is implemented at this time.

The first problem considered is the subsonic flow through a nozzle. Fig. 8 illustrates
the nozzle grid. To improve computational efficiency, the symmetry of the configuration
was used and the mesh covered only one fourth of the physical domain. The mesh has 80
cells along the axis and 10xlO cells in the cross-sections. The inflow Mach number was
chosen as 0.03. The computed results are shown in Fig. 9 by displaying isobars in a
series of cross-sections. Even on this coarse mesh the results of thz cell vertex dis-
cretization scheme do not show any irregularities when fo) lowing t'e flow through the
nozzle. I.. order to demontrate the higher accurcy of the cell vertex scheme, the same
flow field was calculated using a -ell centered discretization. It should be mentioned
that the solution method remained the same and the results are given at corresponding
cross-sections. At the region where the circular shape of the cross-sections changes to
a rectangular one the non-smoothness of the grid causes disturbances in the flow field
obtained from the cell centered scheme. This can be seen in Fig. 9.

The last numerical simulation was chosen to demonstrate the applicability of the cell
vertex scheme to complex geometries. The flow field around a powered nacelle during
take-off conditions is computed. The grid structure is shown in Fig. 10. As indicated in
this figure the core jet is represented by a solid body. As the framework of the solu-
tion method allows the use of a multi-block technique, the computational domain is de-
vided into three blocks. From Fig. 10 it can be seen that the grid exhibits two types of
singularities: first there is a polar singular line at the symmetry axis. Secondly, at
the leading and trailing edge the quasi-streamline grid diverges to form the upper and
lower sides of the nacelle. Fi 1 gives a view of the grid around the nacelle gener-
ated by an elliptic system [

2 3
1. 12 displays an enlarged view of the mesh n.ar the

leading edge region of the nacelle. Note that the grid lines have a discontinuity in
slope at the block boundaries.
In order to simulate take off conditions, results were computed at an angle of attack of
18* and a freestream Mach number of 0.25. No attempt was made to simulate a bending of
the core jet due to the angle of attack. Fig. 13 shows the calculated distribution of
lines of constant Mach number. As can be seen from the figure no discontinuities of the
lines crossing the block boundaries or the singular line at the axis are present. Even
the strong discontinuity in the slope of the grid lines at the block boundaries at the
leading edge does not cause disturbances. Fig. 14 illustrates this favorable behaviour
in an enlarged view of the flow field at the grid singularities.
It is worth mentioning that no transformation to cylindrical coordinates was necessary
to establish an accurate solution for this flow problem.

5. Concluding remarks

In this paper the accuracy of two- and three-dimensional finite volume methods has been
assessed mathematically. A iqnificant result of this error analysis is that on arbitra-
ry meshes an accuracy of least first order is not always assured for the sp-Lial
discretization. It is b chat for two-dimensional flow problems, methods based on a
cell vertex scheme establish first order accuracy independent of the smoothness of the
grid, whereas methods based on a cell centered scheme do not. These theoretical state-
ments are confirmed by numerical results obtained for different flow problems on smooth
and non-smooth meshes.

In the case of three-dimensional flow analysis on structured meshes even cell vertex
schemes need additional effort in order to establish an accurate solution method. This
is caused by the occurrence of irregular cells such as pentahedrons or tetrahedrons.
Furthermore the cell faces may be nonplanar and the normal vector to a face is no longer
constant. Subdivision of the cell faces into triangles establishes first order accuracy
on arbitrary meshes. For cartesian coordinate grids the discretization is second order
accurate and therefore on smooth meshes a behaviour of second order accuracy can be
expected.

The higher accuracy of the cell vertex scheme is shown by comparing the calculations of
the flow field in a nozzle with both a cell centered and a cell vertex scheme. In order
to demonstrate the applicability of the cell vertex schene to complex geometries, the
flow around a powered nacelle is calculated. The grid used in the computations has vari-
ous singular lines and no deviatior of the results near those lines was observed.
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DOCUMENTATION OF SEPARATED FLOWS FOR COMP11TATIONAL FLUID DYNAMICS VALIDATION fl
by
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Institut fur Strdmungsmechanik
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Bienroder Weg 3, 3300 Braunschweig

Federal Republic of Germany

SUMMARY

In recent years a large number of separated flows have been studied at Institute fur Stro-
mungsmechanik of TU Braunschweig and a lot of experimental data are available. Some flows are
well understood in many. details and properly documented, so that they can be used as test cases
for computational fluid dynamics validation. The topics of separated flows to be treated here
are low speed flows around delta wings, double-delta wings and canard configurations as well as
hypersonic flows in axial corners of intersecting wedges. The experimental results are
summarized in this paper. The main results are presented and a detailed documentation is provi-
ded on where and in which form these results are available.

LIST OF SYMBOLS

A Aspect ratio (A = b
2
/s) Angle of attack

M Machnumber 1 Angle of sideslip

N 2 Geometric neutral point y Body half angle (Fig. 12)

Re Reynoldsnumber (Re = V.c iw/v for wings) S Wedge angle normal to the leading-edge

RI. R2  Reattachment points (Fig. 25) c Kink angle (Fig.12)
S Area o Corner angle (Fig. 24)

SI , S2  Separation points (Fig. 5) X Taper ratio (A=ca/c1 )

Tr Triple point (Figs. 25) 1 Kinematic viscosity

V Free-stream velocity s Leading-edge sweep (Figs. 13,24)

Y, Z Conical coordinates in the measuring 0 Angle between the shear stress

plane (Fig. 24), origin at x-axis direction (local flow direction) at the

(Y = y/x, Z = z/x) wall and the conical direction,

V,! Conical coordinates in the measuring positive towards the corner center

plane (Fig. 24), origin at the corner (Fig. 25)

b Wing span (b = ?s) {, n, Dimensionless wing-fixed coordinates

c Chord (4 = x/ci , n y/s, = Z/s1 )

c Mean aerodynamic chord , n, Dimensionless aerodynamic coordinates

cLcDcM Lift-, drag-, pitching-moment- ( ; = /s. = i/s. C = /s)

coefficient (based on q., SW,
2

W ,

reference pcint N 5 , nose-up positive)

c Total pressure coefficient (cg=(g-p/q SubscriptsCgg

C Static pressure coefficient (c p=(p-p )/q.) C Anard
cq Dynamic pressure coefficient (cq=q/q.) K nk

d Wing thickness W i (Figs. 19-23)

g Total pressure W State at a swept wedge (Figs. 24,25)

1 Model length Wu State at an unswept wedge (Figs. 24,25)

p Static pressure a Outer section (y = s)

q Dynamic pressure d Maximum thickness

Local heat transfer rate at the wall i Inner section (y = 0)
s Wing half span I Based on model length

ST(x) Local half span t Total condition (gas brought to rest

j Local velocity isentropically)

xyz Rectangular wing-fixed coordinates sZ In the nZ-plane

origin at wing apex (Figs. 2,13,21,24) 1,2 Front, rear part (Fig.13)

myi Rectangular aerodynamic coordinates, 2 State behind a normal shock (Figs.25,26)

origin at wing trailing-edge Free-stream conditions

=1 Partly supported under contracts OFG Schl 5/82, Hu 254/2, Hu 25417, Hu 254/8 and BMVg TIRF41100 0/91454, TRIRF41/1000OI/D141I.
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1. INTRODUCTION

For computational fluid dynamics comparisions with experimental data are essential. In the very be-
ginning of numerical calculations the strategy and the grid type have to be adapted to the physical cha-
racteristics of the flowfield. In the course of the calculations various errors may be caused e. g. by
neglecting terms in the governing equations, by finite mesh spacing, by the applied difference scheme or
finite volume formulation, by artificial viscosity and by the application of numerical boundary condi-
tions. Therefore results of computational fluid dynamics have to be checked by comparison with experi-
mental d~ta. For this purpose experimental investigations have to be provided which are well understood
and properly documented. In the last years some international programs have been initiated to collect
experimental data on various topics for validation of computational fluid dynamics. Beside this
cooperative work in some places single flows or some series of flows have been investigated
experimentally and the data obtained can similarly be used as test cases for results of computational
fluid dynamics. Since a long time at the Institut fUr Strdmungsmechanik of Technische Universit~t
Brauschweig separated flows have been studied in detail, and a lot of experimental data are available for
validation of computational fluid dynamics. It is the purpose of this paper to summarize these
experimental investigations, to present the main results and to provide a detailed documentation on where
and in which form these results are available.

2. INVESTIGATIONS ON DELTA WINGS AT LOW SPEED

2.1 General properties of the flow

At moderate and large angles of attack the flow separates from the sharp leading-edges of slender
wings. These flow separations usually take the form of two free vortex layers joined to the leading-edges
of the wing and rolling up to form spiral shaped primary vortices above the upper surface of the wing as
sketched in Fig. 1. The vortices over the wing induce additional velocities at the upper surface of the
wing. The corresponding pressure distribution which is also drawn in Fig. I shows distinctly marked
minima beneath the vortex axes. Accordingly an additional lift force occurs which depends non-linearly on

the angle of attack. Due to the leading-edge vortices the flow at the wing surface is directed outwards.
The steep pressure gradient between the minimum of pressure and the leading-edge causes again flow
separation which usually takes the form of a small secondary vortex. At the upper surface of the wing
this secondary vortex induces additional velocities. The corresponding modification of the pressure
distribution is indicated in Fig. ib by hatching. At very large angles of attack the lift coefficient
reaches a maximum value similar to that in the attached flow case, but the reasons for this behaviour are
quite different: Firstly the suction is reduced due to the vertical displacement of the vortices in the
rear part of the wing. Secondly the primary vortices experience a sudden change of their structure which
is called vortex bursting or even vortex breakdown, which causes an additional strong reduction of the
suction on the uppei surface of the wing.

This vortex formation is well known since a long time. The first experiments on slender wings are
due to H. Winter [1]. The physics of the vortex formation have been studied mainly on delta wings. There
exists a very large number of papers on this subject, for instance by D.J. Marsden, R.W. Simpson,
W.J. Rainbird [2], N.C. Lambourne, D.W. Bryer [3], O.H. Peckham [4], P.B. Earnshaw, J.A. Lawford [5,61
and D. Hum el [7,8], and the flow over delta wings is also covered by review papers which have been
published from time to time for instance by D. KUchemann [9], J.H.B. Smith L10) and D.J. Peake [i].

2.2 Survey of the experimental program at TU Braunschweig

Comprehensive experimental investigations on delta wings have been carried out at the Institut fUr
Strdmangsmechasik of Techniuche Univers 4tat Braunschweig. The first papers were aimed at a certain
understanding of vortex breakdown and its effects on slender wings. In an early work D. Hunmel [12]
investigated the flowfield of a leading-edge vortex with vortex breakdown by means of probe
measurements. Since the pressure gradient produced by the probe has an influence on the phenomenon under
consideration, such experiments are very doubtful. Therefore, vortex breakdown has been generated over
the wing by a very strong artificial pressure gradient so that the additional pressure gradient due to
the probe was relatively small. The data presented in [12) are the only flow field measurements by a
probe which have been carried out in a vortex with vortex breakdown. They will be hopefully replaced in
near future by results of Laser-Doppler-Anemometry. In the papers by D. Hummel [12), D. Hummel,
P.S. Srinivasan [13] and D. Hummel, G. Redeker [14], a series of sharp-edged delta wings has been
investigated by means of three- and six-component measurements in order to investigate the effect of
vortex breakdown on the overall characteristics of slender wings. An A = 1.0 delta wing of this series
has been equipped with a pressure hole system in its surface in order to get more insight into details of
the flow. Using this model, the effects of vortex breakdown on the flow at the upper surface have been
investigated by means of pressure distribution measurements and oilflow patterns by 0. Hummel [15]. In
addition the flow .ituation which leads to the maximum lift coefficient oaS been analysed by D. Hummel
[16] applying pressure distribution measurements and three-component measurements without and with
suction in the vortices in order to remove vortex breakdown. By this method the two effects which lead to
the maximum lift coefficient were separated and the explanation given in Fig. ic could be established.

Further investigations on the A = 1.0 delta wing have been carried out in the angle of attack regime
in which no vortex breakdown is present. A lot of measurements have been performed at an angle of attack
. = 20.50, since some theoretical results from J.h.B. Smith [17] for this special angle of attack were
available at that time. Investigations by D. Hummel [15), [16] showed the effects of Reynoldsnumber: The
overall forces and moments are independent of Reynoldsnumber, but the pressure distribution and the flow
at the upper iurface depend significantly on Reynoldsnumber. Pressure distribution and boundary layer
measurements have been carried out for laminar boundary layers on the upper and lower surface of the
wing. From these measurements first of all the bound vortex lines in the lifting surface have been
determined by 0. Hummel [16]; see also 0. KUchemann [18]. Later the boundary layer measurements have been
Published by D. Hummel [191 an a :eparate test case for boundary layers on delta wing;. Si

m
ilar



investigations have been carried out by D. Hummel, G. Redeker [20) using artificially turbulent boundar,
layers. The slope of the bound vortex lines in the vicinity of the trailing-edge of the wing indicated
the occurrence of counter-rotating vorticity downstream of the wing trailing-edge as described
qualitatively by B.J. Elle, J.P. Jones 121) and D. Hummel, G. Redeker (20). Therefore the flowfield
behind the trailing-edge of the delta wing A - 1.0 has been easured at a - 20.5' in different planes by
D. Hummel [7), (8]. Since these experiments the flow over a sharp-edged delta wing in the angle of attack
range without vortex breakdown may be regarded as fully understood even in details.

2.3 Results for the delta wing A - 1.0

The different kinds of measurements which have been carried out on the A = 1.0 de'ti wing are put
together in Tab. 1. They can be used for comparisons with computational fluid dynamics and subsequently
some guidelines are given for the use of this material.

2.3.1 Windtunnel model [73, £153, £193

The measurements have been carried out on a sharp-edged delta wing of aspect ratio A - 1.0 the
geometry of which is shown in F* 2. The wing has a flat surface and a narrow triangular cross-section
up to x/cs = 0.9 and a trapezoi al cross-section in the region 0.9 < x/c1 1 1.0. The model is conical
with respect to the wing apex as well as with respect to the wing tips. The maximum relative thickness is
d/c. = 0.021 at x/c. = 0.9. On both sides of the model pressure tubes are embedded in the surface and the
holis for the pres~ure measurements are drilled on lines x = const. (sections a to 9 in Fig. 2). The
dimensions of the model are length c. = 750 mn, span b = 375 mm, thickness d = 16 mm. The geometric
neutral point N is situated at x.>5A/. 0.5.

The tests hao
4 

been performed N thJ 1,3 m Low-speed Windtunnel of Institut fUr Strbmungsmecnanik at
Technische Universtit~t Braunschweig. This windtunnel has an open working section with a circular cross
section of 1.3 m diameter. The angle of attack a has been chosen as the angle between the free-stream and
the flat surface (plane z 

= 
0) of the model and positive for a free-stream flow from the lower surface,

see Fig. 2.

2.3.2 Forces and moments [73, [133, [193

The results of the three-component measurements are shown in Fig. 3. At very large angles of attack

vortex breakdown occurs in the vortices. The movement of the breakdown point as function of the angle of
attack may be taken from [133. The trailing-edge of the wing is reached at a = 290 and for larger angles
of attack the aerodynamic characteristics are strongly influenced o vortex breakdown.

The rgsults plotted in Fig. 3 have been obtained for Re = 2.10 . Similar tests have been carried out
for 6.10 s Re s 2.10 and no influence of Reynoldsnumber has been found. Therefore these results can be
used for all Reynoldsnumbers in this region. This does not mean that there are no Reynoldsnumber effects
in details, but if one is interested only in forces and moments on a slender sharp-edged wing the Rey-
noldsnumber is not an important parameter.

2.3.3 Surface oilflow patterns on the wing [73, [163, [193, [203

Detailed investigations have been carried out for the angle of attack a = 20.50 since for this special
value theroretical results from J.H.B. Smith (173 were available.

A first set of data has been collected for a Reynoldsnumber Re 
= 
9 • 105. In this case the boundary

layers at the pressure side as well as in the unseparated parts of the suction side of the wing were
laminar [73, [16), [193. The surface oilflow pattern from the flat surface of the wing at a = - 20.50 is
given in Fig. 4a. It shows a typical pressure side flow without any flow separations. The corresponding
pattern for . = + 20.5 given in Fih.t4b is a typical suction side flow with laminar boundary layers. In
this case an early secondary separation takes place at r = i 0.68 and in the region of the secondary
vortex detailed flow studies £163 led to the understanding that tertiary separations underneath the
secondary vortex are present.

A second set of data has been collected for turbulent boundary layers on the upper surface f the
wing. For this purpose the flow was investigated again at a Reynoldsnumber of Re = 9 - 10 

, 
but

artificially turbulent boundary layers have been generated by means of turbulence generators as shown in
Fj . For this purpose wires, having a relative diameter of D/s = 0.0053, were fixed to the wing
s e at n = t 0.5. It turned out that the turbulent boundary layer stays longer attached (203. In this
case the secondary separation takes place at n = + 0.8. Only a weak secondary vortex is formed and no
tertiary separations are present.

2.3.4 Pressure distributions on the wing £73, (163, £193, (203

The pressure distribution on the flat pressure side of the wing at a = -20.50 is shown in Fj 6
[193. This is a typical lower surface pressure distribution with a high pressure level in the central
parts of the wing and accelerated flow towards the leading-edges. In this case no flow separations are
present. On rays n = const. the pressure coefficients change in longitudinal direction; therefore the
flow is non-conical. The pressure distribution on the flat suction side of the wing at a = +20.5* is

shown in Fig. 7 (193. This is a typical upper surface pressure distribution for a laminar boundary layer.
The early secondary separation at n ± t 0.68 leads to a strong secondary vortex which produces high
suction at n - ± 0.90. The displacement effect of the large secondary vortex moves the axis of the
primary vortex upwards and more inboard as compared to inviscid flow (203. Therefore the suction peaks
generated by the primary vortex are relatively low and located inboard at n - ± 0.62. The flow is again
non-conical. According to detailed flow studies (163 the additional suction peaks at n = 0.73 are due to

a tertiary vortex underneath the secondary vortex.
The pressure distribution on the flat suction side of the wing at a - + 20.50 and turbulent boundary

layers Is shown in Fi8.. The secondary separation at n - s 0.80 leads to a smell secondary vortex which
produces only weak suction close to the wing leading-edge. Correspondingly its displacement effect on the
primary vortex Is small. Therefore the suction peaks due to the primary vortex are very high and they are
located outboard at n * ± 0.68.

Concerning comparisons between experimental data and theoretical results the following conclusions
can be drawn: For comparisons with Inviscid flow theories such as potential flow and Euler solutions
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experiments with turbulent bounoary layers should be used. Only in this case reasonable agreement can be
expected, but in addition one nAs to bear in mind that a difference between theory and experiment has to
remanin due to the neglection of viscosity in the theory. On the other hand the pressure distribution for
laminar boundary layers can properly be used to check viscous tlow calculations such as boundary layer
methods as well as solutions of the Navier-Stokes equations.

2.3.5 Boundary layer measurements [19].

Three-dimensional laminar boundary layers on the flat surface of the delta wing A - 1.0 have been
measured at . = ± 20.50. The corresponding pressure distributions are shown in Figs. 6 and 7. Fron these
experiments the velocities at the outer edge of the boundary layer were used to determine the bound
vortex lines in the lifting surface which have been published in [7], [16], [18]. The detailed boundary
layer measurements [19) have been carried out for the three-dimensional flow at all stations x,y accor-
ding to Fig. 2 in which the static pressure at the wing surface had been determined. For all these
stations the distributions of magnitude and direction of the local velocity vector have been measured and
the limiting value of the local flow direction at the wing surface has been determined form a quantita-
tive evaluacLon or tne oiifilow pattern according to Fig. 4. The paper [19] contains the experimental data
for two three-dimensional laminar boundary layer flows namely a typical pressure side flow at a = - 20.5'
without any flow separation and a typical suction side flow at a = + 20.5

° 
with secondary separations at

n = ± 0.68. For both boundary layers some velocity distributions have been presented in [19], which are
not repeated here. These boundary layer measurements are well suited as test cases to check methods for
the calculation of three-dimensional laminar boundary layers as well as solutions of the Navier Stokes
equations.

Similar experiments have also been carried out for the case of artificially turbulent boundary
layers [20). From these measurements the bound vortex lines could be determined using the velocity
vectors at the outer edge of the boundary layer. Unfortunately only a small part of the velocity profiles
is covered by the experimental data and therefore these experiments do not provide a similar test case
for turbulent boundary layers.

2.3.6 Flowfield measurements [7]

The investigations of the flowfieldf behind the A = 1.0 delta wing at o = 20.5' have been carried
out at a Reynoldsnumber of Re = 2.0 . 10 . In this case the lower surface boundary layer was laminar up
to the flat ridge near the trailing-edge of the wing. At the upper surface natural transition
laminar/turbulent took place at = 0.43 and in the rear part of the wing a turbulent boundary layer was
present. The flow was attached in the inner region and secondary separation occurred at n = 0.83 which
led to a small secondary vortex.

From the flowfiel measurements by means of a 5-holes-probe [7] the total pressure contours are shown
in Li.9 and the local velocity vectors in Fig. 10 for four different planes behind the wing. Downstream
of the trailing-edge the vortex sheet is distinctly warped and a concentrated trailing vortex is formed
the rotation of which is opposite to that of the corresponding leading-edge vortex. According to
inductions from the primary vortex the counter-rotating trailing vortex moves outwards and upwards and
its center follows a helical path around the leading-edge vortex. The existence of the trailing vortex is
due to the distribution of vorticity in the lifting surface. This effect is also present in inviscid
flow. Therefore the experimental results [7] on the flowfield in the vicinity of the trailing-edge of a
delta wing are a widely used test case for all kinds of theoretical representations of the delta wing
flow such as potential flow, Euler and Navier-Stokes solutions.

2.4 Results for uther delta wings [12), [133, [14]

The delta wing A a 1.0 discussed so far is part of a series of delta wings which has been
investigated at Institut fUr Strdmungsmechanik of TU Braunschweig. The other wings of this series had
aspect ratios A = 1.6 and A = 2.3, the cross-section shapes were the same as shown in Fig. 2 for the
A = 1.0 delta wing. The results of the three-component measurements as well as the vortex breakdown posi-
tions as functions of the angle of attack may be taken from D. Hummel, P.S. Srinivasan [133. The results
of six-component measurements as well as the locations of vortex breakdown for various combinations of
the angle of attack a and the angle of sideslip 6 have been published by D. Hummel [12] and D. Humnmel, G.
Redeker [14]. Pressure distribution measurements and surface oilflow patterns in unsymmetrical flow
(a # 0) have been carried out only for the A = 1.0 delta wing of the series. Some results are available
from D. Hummel [12), [15).

2.5 Vortex breakdown flowfield [12]

The structure of a vortex with vortex breakdown has been studied by D. Ihummel [Iz] by means of probe
measurements. These investigations have been carried out over an A = 0.78 cropped delta wing with a taper
ratio X = 0.125. At an angle of attack a = 31' vortex breakdown has been generated over the wing by an
artificial pressure gradient produced by a large obstacle downstream of the wing, and the additional
pressure gradient generated by the probe itself could be regarded as small. A typical result of these
measurements is shown in Fig. 11. The velocity destribution is given for different planes perpendicular
to the free-stream. Upstream o the breakdown point the velocity increases very much towards the vortex
axis whereas downstream of the breakdown point a large region of the retarded flow is present in the
vortex center.

Modern methods of computational fluid dynamics such as solutions of the Euler and the Navier-Stokes
equations could be applied to delta wing flows with vortex breakdown over the wing. In this case velocity
distributions as shown in Fig. 11 should turn out. Although artificial conditions led to the experimental
results, the data can nevertheless be used for comparison by a proper adaptation. For this purpose the
calculatlons should be carried out for an angle of attack a • 31', at which vortex breakdown takes place
at C= 0.46 as in the experiments. In this condition the velocity distributions in the vicinity of the



vortex breakdown point should be comparable. It would be very much interesting to see whether methods of
computational fluid dynamics, which are able to calculate a maximum lift coefficient . for a delta
wing, lead to reasonable results for the velocity distributions in the vortex flow4ld with vortex
breakdown over the wing.

2.6 Test cases

In conclusion the experimental data for delta wings contain the following test cases for comparison
with results of computational fluid dynamics:

Test case 1: Delta wing A = .o flowfield at a = 20.5'
Available data: Model geometry

Aerodynamic coefficients
Pressure distribution
Surface oilflow patterns
Bound vortex lines
Flowfield behind trailing-edge

Reference : D. Hummel (7]

Test case 2: Delta wing A = 1.0,1 laminar boundary layers at a = 20.5' (pressure and suction side)
Available data: Model geometry

Aerodynamic coefficients
Pressure distribution
Surface oilflow patterns
Three-dimensional velocity profiles

Reference : 0. Hummel (19]

Test case 3: Delta wing A = 0.78, velocity distribution in a vortex with vortex breakdown
Available data: Model geometry

Total pressure contours and dynamic pressure contours in four planes
Static pressure along vortex axis
Velocity profiles

Reference : D. Hummel (12]

3. INVESTIGATIONS ON DOUBLE-DELTA WINGS AT LOW SPEED

3.1 General properties of the flow

For modern fighter aircraft wings with kinked leading-edges such as double-delta wings or
strake-wings are mainly used. Basic experiments on this kind of wings are due to W.H. Wentz, M.C. McMahon
[23], (24], W. Staudacher (25], J.E. Lamar, J.M. Luckring (26], M.J. Liu at al. (273, U. Brennenstuhl und
D. Hummel (28], (29], (30], (31], (34], (37], H.W.M. Hoeijmakers, W. Vaatstra, N.G. Verhaagen (32],
N.G. Verhaagen (33] as well as M. Beukenberg and 0. Humel (35], (36]. At low angles of attack two
primary vortices are shed on each side of the wing, originating from the wing apex and from the
leading-edge kink. For large kink angles this kind of vortex system is present up to high angles of
attack until the vortices are destroyed by vortex breakdown. For small and moderate kink angles in the
leading-edge the two vortex systems merge into one system with increasing angle of attack. This process
is a fundamental feature of the flow over wings with kinked leading-edges. At very high angles of attack
vortex breakdown occurs in the joined vortices too, which leads to the wellknown limitations of the

aerodynamic coefficients.

3.2 Survey of the experimental program at TU Braunschweig

A large number of experimental investigations on double-delta wings have been carried out at the
Institut fUr Strdimungsmechanik of Technische Universitlt Braunschweig. In these tests a series of wings
according to Fjg. 12 was used. The wings I to VIII form a subseries having the same front part witha

semi apex angle of Y = 10= and the same kink position at x /c. 
= 

0.5, whereas the kink angle c is varied
from -15' (wing I) to 40' (wing VIII). Another subseries s formed by the wings VI, IX and X for which
the wing span is kept constant and the kink position x /c is altered between xK/C. = 0.5 (wing VI) and
x /c = 0 (delta wing X). All wings were manufactured a thin flat plates having a \hickness/chord ratio
of d)ci = 0.006.

For all these wings three-component measurements have been carried out and the positions of vortex
breakdown were determined. The results of these investigations have been published in (28], [29], (30],
(31], C34]. Details of the flow have been derived from surface oilflow patterns and from pressure
distribution measurements which have been carried out for the subseries of wings VI, IX and X in (28],

(34] and the subseries of wings IV to VIII in (29], (34]. In the course of these investigations the
merging process of the vortices and Its relation to the wing geometry has been studied. It turned out,
that within the wing series according to Fig. 12 the wing VI, having an aspect ratio of 2.05, showed the
corresponding flow phenomena quite clearly and therefore this planform was chosen for further studies of
the merging process of the two vortex systems. Some preliminary flowfield measurements have been

performed using a 5 mm probe (28]. Intensive flowfleld studies have been carried out by means of a 2 mm

probe (29], (31], (34]. The case of two separate vortex systems was measured at a = 100 and the merging

process of the two vortex systems was analyzed at a - 120 in several planes perpendicular to the free-

stream. In order to detect more details of the flow at a constant probe diameter a half-model of the



double-delta wing A = 2,05 was built and by means of this model the details of the flowfield were deter-
mined. Separate vortex systems were measured at a = 7

° 
and merging vortex systems at a = Ijj ii, several

planes over the wing [34).

Finally these investigations were extended to include double-delta wings in unsymmetrical flow (35),
136). For the wings V, VI and VII according to Fig. 12 six-component measurements have been carried out
and the positions of vortex breakdown were determined. In addition the status of the flow has been
derived from pressure distribution measurements and surface oilflow patterns for various unsymmetrical
tree-stream flow conditions. It turned out that in unsyvmnetrical flow , separated vortex system on one
side and a merged vortex system on the other side may be present and with increasing angle of attack the
different vortices are destroyed gradually by vortex breakdown. For some cases the flowfield has been
measured in different planes perpendicular to the free-stream [35), (36).

3.3 Results for the double-delta wing A = 2.05

A survey of all measurements carried out on the double-delta wing A = 2.05 (wing VI of the series
according to Fig. 12) is shown in Tab. 2. These experimental data can be used for comparison with
computational fluid dynamics and some guidelines how to use this material are given subsequently.

3.3.1 Windtunnel models [28), [31), [34]

The measurements have been carried out on the double-delta wing A = 2.05 according to Fig. 13.

Concerning the planform the sweep of the front part is 0 = 80' and of the rear part e = 60' and the
leading-edge kink is located at x /c = 0.5. Two different model versions have been usec Model A has a
flat plate cross-section with a costant thickness d/c. = 0.006. All edges of this wing arer ded by a
radius of half wing thickness. It turned out thati this tiny radius was small enough to produce
leading-edge separation already at very small angles of attack. The model size is c. = 500 mm. Model B is
a half model with triangular cross-sections in the front parts and trapezoidal Iross-sections -in the
rearmost parts of the wing. The maximum thickness d /c. = 0.045 is located at x c. = 0.82 and the
front part the center line thickness increases by an"9gl1 3 = 1.64-. The model si

4 A 1500 us and at
all edges the model has a constant thickness of I mm. The model has an effective negative camber and the
flat surface has been used as suction side during the tests.

All measurements have been performed in the 1.3 m Low-speed Windtunnel of Institut fur
Strdmungsmechanik at Technisle Universitdt Braunschweig. The Reynoldsumber based on the root chard ci
of the wing was Re = 1.3 • 10 for tests with model A and Re = 4.0 • 10 for tests with model S.

3.3.2 Forces and moments [28- [30), (31), [34)

The results of the three-component measurements on model A are show in Fjg,4. At angles of attack
a 10' the two vortices wi each side of the wing are separate and the aerodynamic coefficients depend
nonlinearly on the angle of attack. For larger angles of attack a > 10- the vortices join over the wing.
This flow phenomenon moves upstream with increasing angle of attack quite rapidly and leads to a
considerable reduction in lift and nose-down pitching moment. The movement of the vortex breakdown point
within the joined vortices as function of the angle of attack may be taken from [34), [35), [36). The
trailing-edge of the wing is reached at a = 260 and for even larger angles of attack the aerodynamic
coefficients are strongly influenced by vortex breakdown.

3.3.3 Pressure distributions [28), [303, [31), (34), (35)

The pressure distribution on the suction side of model A has been measured for various angles of
attack. Typical examples are shown in Fig.

5 
for the rear part of the wing. At a = 10' in each section

two vortices are clearly indicated, which do not merge. The outer vortex which originates from the
leading-edge kink is much stronger than the inner one which is no longer fed with circulation downstream

of the leading-edge kink. The shape of the pressure distributions in the region between the suction peak
and the leading-edge indicate that the boundary layer at the secondary separation line was turbulent. At
a = 120 two separate vortices can be detected up to E = 0.75. More downstream the vortices join quite
rapidly and already at E = 0.875 only a single suction peak is found. For pressure distributions at
a 120 see [34).

3.3.4 Flowfield measurements [29), (31), (34), [35)

The investigations on the structure of the flowfleld on the double-delta wing A = 2.05 have been
concentrated on the angles of attack a = 100 and a = 120 in order to get a documentation of the two flow
states with separated and merging vortex systems. Fig.j7 shows the flowfield on model A downstream of
the wing trailing-edge at a = 100, taken from (3117'Te two separated vortices are clearly indicated.
Additional measurements in planes more upstream and more downstream may be taken from [34). The
counter-rotating vortex related to the outer primary vortex is the trailing vortex which had already been
found for the simple delta wing as shown in Figs. 9 and 10. In order to understand the occurrence of the
counter-rotating vortex related to the inner primary vortex additional measurements have been carried out
on model B at a - 70 in several planes over the wing. It turned out that downstream of the leading-edge
kink the vortex sheet between the two primary vortices joins the upper surface boundary layer and more
downstream a counter-rotating trailing vortex is formed which originates from a vortex sheet leaving the
wing surface close to the inner primary vortex. These details are described in [34). Concerning compari-
sons of these results with computational fluid dynamics one has to conclude that both counter-rotating

vortices are due to inviscid effects. This means that solutions of the Euler equations or even results

according to potential flow theories should contain these counter-rotating vortices.

The flowfield on model A downstream of the wing trailing-edge at a = 120, taken from [31), Is shown
in Fig . The joined vortex associated by its counter-rotating trailing vortex is clearly indicated.
The eve opment of this flow can be taken from additional measurements in several planes located more
upstream [31). [34) and further details have been found by measurements on model B in two planes over the



wing at a 110 [34]. If the angle of attack is increased from a - 100 to a - 120 a sudden change of the
flow structure over the wing is observed, 'hich is due to inviscid flow phenomena. Concerning comparisons
with computational fluid dynamics it should be expected that this change of the flow structure is
discribed by theory even in the case of inviscid flow.

3.4 Results for other double-delta wings (28), (29), (31), (34), (35)

Similar results as for the A = 2.05 double-delta wing, wing VI of the series according to Fig. 12,
are also available for other wings of this series. Apart from three-component measurements, which exist
for all wings of this series (28), [34), the flow on the A - 1.31 (wing V) and the A - 3.01 (wing VII)
double-delta wing has also been studied quite intensively by means of pressure distribution measurements
and surface oilflow patterns in symmetrical (34) and unsymmetrical flow (35), (36). From these
investigations the general flow structure including the occurrence of vortex breakdown may be regarded as
fully understood, but flowfield measurements for comparison with computational fluid dynamics do not
exist.

3.5 Test cases

In conclusion the experimental data for double-delta wings contain the following test cases for

comparison with result of computational fluid dynamics:

Test case 4: Double-delta wing A - 2.05. flowfield at a = 100, system of separate vortices

Available data: Model geometry
Aerodynamic coefficients
Pressure distribution
Surface oilflow patterns
Flowfield over and behind the wing

Reference : U. Brennenstuhl [34)

Test case 5: Double-delta wing A = 2.05, flowfield at a = 12', system of merging vortices

Available data: Model geometry
Aerodynamic coefficients

Pressure distribution
Surface oilflow patterns
Flowfield over and behind the wing

Reference U. Brennenstuhl £34)

4. INVESTIGATIONS ON CANARD CONFIGURATIONS AT LOW SPEED

4.1 General properties of the flow

Close-coupled canard-wing configurations play an important role in modern fighter aircraft design as
discussed by H. John, W. Kraus [38). The benefits of such a tail configuration are known since H. Behr-
bohm [401. The value of maximum lift coefficient c and the corresponding angle of attack a (c
can be considerably increased by adding a delta Y rd to a delta wing. This advantage is dalo

favourable interference effects between the vortex systems of canard and wing. A lot of experimental
investigations on series of canard-wing combinations have been carried out (see (46)) in order to find
practicable configurations. Investigations on the physics of the interfering vortex systems of canard and
wing are rare. Some informations may be taken from B.B. Gloss, D.D. Miner (41), J. Er-El, A. Se-
giner [42), K. Hartmann [43, L. Hjelmberg [441 and K.A. Bdtefisch et al [45).

4.2 Survey of the experimental program at TU Braunschweig

At Institut fUr Strdmungsmechanik of TU Braunschweig an experimental program on close-coupled canard
configurations is in progress. The aim is to get detailed insight into the interference between the
vortex systems of canard and wing and to provide data for a comp'rison with theoretical investigations.
In particular it is intended to give a detailed quantitative docunentation of the three-dimensional flow-
field.

The experimental investigations were started on a configuration with delta planforms A = 2.31 for
wing and canard. The longitudinal and the vertical distance of the canard as well as its setting angle
relative to the wing have been varied systematically. Three-component and pressure distribution
measurements have been carried out and additional surface oilflow patterns have been taken on canard and
wing for several angles of attack. To identify the main interference effects results for canard-off and
canard-on configurations have been compared. The main results of these investigations have been published
by D. Hummel, H.-Chr. Oelker [463, (471. The canard induces at the wing a non-uniform distribution of

reduced local angles of attack which leads to a non-conical vortex formation at the wing and to a delay
in the occurrence of vortex breakdown. On the other hand the wing produces upwash at the canard, which
increases its lift. Another favourable effect at the canard results from longitudinal velocity components
induced by the wing which lead again to a delay of canard vortex breakdown. Starting from this basic
understanding of the flow an angle of attack of a = 8.8' was chosen for flowfield measurements. In this
case no vortex breakdown was present at the configuration. Preliminary results of these investigations
have already been included in £46) and [47) for one plane close to the trailing-edge of the wing. The

complete flowfield study will be published in £48).

'I



P1 S-5

After the formation of the international working group for Euler code validation the investigations
have been extended to the new model geometry with an A = 1.65 swept canard and a sharp-edged A = 1.38
cropped delta wing. Within the international program these investigations form the limiting case for
M - 0. Three-component and pressure distribution measurements have been carried out and surface oliflow
patterns have been taken for various angles of attack. In addition a complete flowfield study has been
performed in different planes over the wing. The measurements have already been terminated, the
evaluation is in progress and the results will be published as soon as possible.

4.3 Results for the A = 2.31 delta canard configuration

The experimental data available for the A - 2.31 delta canard configuration are put together in

Tab. 3. These results can be used for comparisons with computational fluid dynamics, but the following
rimars should be noticed.

4.3.1 Windtunnel nodel [46), [471, [48)

The measurements have been carried out for a canard-fuselage-wing-configuration which is shown in
Fig. 19. Wing and canard have delta planforms of aspect ratio A = AW = 2*31 and a corresponding

leading-edge sweep of e = e = 600. In both cases symmetric paraboliS are airfoils for the root section
and parabolic contours in spnwise direction have been used. All edges are sharp. Both wing and canard
are equipped with a tube system underneath the surface and with pressure holes to measure the surface
pressure distribution. A very flat fuselage has been chosen, which consists of a cylindrical portion of
length 1 = 8h and front and rear parts of length I 1 I = ?h . The detailed geometric data may be
taken fr [46f. The test case to be used for compagson Mth cokputational fluid dynamics is the so
called "normal configuration" according to £46] which is characterized by a coplanar canard-wing
combination having a very small distance between wing apex and canard trailing-edge of Ar/c iw u.05.

4.3.2 Forces and moments [46), [47), [48]

The results of the three-component measurements are shown in i. 
0
. For the canard-off configura-

tion the vortex breakdown point crosses the wing trailin° at a U0 and the corresponding reduc-
tions in lift and nose-down pitching moment are clearly indicated. For the canaro-on configuration due to
the favuurable interference effects vortex breakdown occurs over the wing not till a z 200. On the other
hand in the canard vortices vortex breakdow is present at the canard trailing edge at a > 12', but due

to favourable wing-induced pressure gradients the burst canard vortices are restored to a non-burst state
in the region of the leading-edge of the wing. With increasing angle of attack vortex breakdow, Roves
upstream over the canard very slowly.

4.3.3 Pressure distributions [46), [47), [48)

The pressure distribution on the suction side of canard and wing has been measured for various
angles of attack. A typical example is shown in Fig. 21 for a = 8.8'. The traces of the leading-edge vor-
tices can dearly be detected from the suction peaks on canard and wing. At this angle of attack no vortex
breakdown is present at the configuration. The pressure distribution on the wing of the canard configura-
tion shows in the front part considerably lower suction peaks, which lie closer to the leading-edge than
in the non-interfering case. In the rear part of the wing the suction peaks reach again the same level as
for the cundrd-off configuration but their spanwise position is different. The corresponding formation of
the leading-edge vortex is therefore distinctly non-conical.

Similar pressure distribution are also available in [46), [47] for angles of attack a = 14.7' and
= 29.6', but for these angles of attack one has to bear in mind, that vortex breakdown is present over

the configuration. At a = 14.7' vortex breakdown occurs in the canard vortices between the canard trai-
ling-edge and the wing leading-edge and at a = 29.6' vortex breakdown occurs also in the wing vortices.
Comparisons of results of compuational fluid dynamics and these experiments for large angles of attack
should be made for theories which are able to treat the vortex breakdown phenomenon properly. in all

other situations the comparisons should be carried out for a = 8.8' which is a test case without any
vortex breakdown.

4.3.4 Surface oilflow patterns [46), [47]

Flow studies have been carried out by means of oilflow patterris on the upper surface of the A = 2.31
canard configuration. The result for a = 8.8 is shown in H 22. The non-conical state of the flow on
the suction side of the wing is clearly indicated. For this ree-stream condition the vortex systems of
canard and wing do not merge. It should be noticed that neither the press' re distribution according to
Fig. 21 nor the surface oilflow patterns according to Fig. 22 show any indication of the slope of the
canard vortices over the wing. This is due to the fact that the canard vortices lie at relatively large
distance over the inner portion of the wing.

Similar oilflow patterns are available in [46), (47) for a = 14.7' and = = 29.6'. In combination with

the pressure distribution they indicate vortex breakdown in the canard and wing vortices.

4.3.5 Flowfield measurements [46), (47), [48)

The investigations on tee structure of the flowfield on the A = 2.31 delta canard configuration
have been concentrated on the angle of attack a = 8.8' in order to get a documentation of the flow state
without vortex breakdown at the configuration. A typical result for a plane at the wing trailing-edge is
shown in Fig. £46), the flowfield in other planes upstrem and downstream of the wing trailing-edge may

be taken rom 8).

On the righthand side the primary wing vortex is located at n * 0.81 and a corresponding secondary
vortex is found at n - 0.93. The estimated trace of the vortex sheet is indicated by a dash-dotted line
and its position has been determined from local maxima of total pressure loss. Another region of large
total pressure reductions is found at some distance over the wing at n = 0.30 indicating the position of



the canard vortex. The total pressure losses within this vortex are not as large as in the wing primary
vortex. This indicates that the canard vortex is the weaker one. The isobars of the canard vortex show an
attached region of increased pressure losses which results from the wake of the canard trailing-edge. The
measurements in planes over the wing [48] showed clearly that this region contains the remains of a
canard secondary vortex as well as those of a counter-rotating canard trailing-edge vortex which is
formed downstream of the canard trailing-edge iii the same way as for a delta wing according to Figs. 9
and 10. Another interesting phenomenon which has been deduced from the flowfield measurements over the
wing [48] is the fact that the vortex sheet originating from the trailing-edge of the canard joips the
upper surface of the wing and contacts the upper surface boundary layer in the inner portion of the wing.
Underneath the canard vortex the free vortex sheet separates again from the wing boundary layer and rolls
up into the canard vortex.

Even for low angles of attack for which vortex breakdown is not present, a rather complicated struc-
ture of.the flowfield on a canard configuration turned out. Apart from secondary separations and some
mixing of the free vortex sheet with the upper surface boundary layer of the wing, the main characte-
ristics of the flowfield on this sharp-edged configuration are dominated by nonviscous effects. Concer-
ning comparisons with computatl.)nal fluid dynamics important features of this flowfield should be des-
cribed properly even by inviscid flow theories.

Similar 'xperimental data for overall forces and moments, pressure distributions and surface oilflow
patterns are also available for a = 14.70 and a = 29.6' [46], [47], but flowfield measurements exist
only for one plane at the wing trailing-edge and a = 14.70. These measurements could also be used for
comparison with computational fluid dynamics, but in this case a theory should be used which is able to
cover vortex breakdown properly. More flowfield measurements are not available since the disturbances
from the probe influence the phenomenon of vortex breakdown considerably.

4.4 Test case

Iri conclusion the experimental data for the A = 2.31 delta canard configuration contain the
following test case for comparison with results of computational fluid dynamics:

Test case 6: Delta canard configuration A = 2.31, flowfield at a 8.8', no vortex breakdown

Available data: Model geometry
Aerodynamic coefficients
Pressure distribution
Surface oilflow patterns
Flowfield over and behind the wing

Reference : H.-Chr. Oelker, D. Hunmel [48]

S. INVESTIGATIONS ON CORNER CONFIGURATIONS IN HYPERSONIC FLOW

5.1 General properties of the flow

Hypersonic flight vehicles are subject to considerable thermal stress due to kinetic heating. High
heat transfer rates are not restricted to the nose region and the wing leading-edges, but they occur
similarly also in the junctions between wing and body as well as in rectangular air intakes.

Apart from various pressure distribution and heat transfer measurements at the wall of corner
configurations the first investigations on the structure of the flowfield are due to A.F. Charwat, L.G.
Redekopp [49] for the supersonic flow in a 90°-corner between two wedges. The general features of this
type of flow are shown schematically in Fg. 24 for the case of a swept corner configuration. At
supersonic free-stream velocity the flowfied can be divided in two parts: In the outer region inviscid
flow is predominant. A shock System is formed which consists of the two wedge shocks, the connecting
corner shock, two embedded shocks tnd two slip surfaces. Embedded shocks and slip surfaces are necessary
in order to fulfil the shock relations in the vicinity of the two intersecting lines between the wedge
shocks and the corner shock. The pressure distribution generated by this shock system has a strong
influence on the formation of the viscous layer in the corner region. Due to the embedded shocks flow
separations occur in the inward directed viscous flow, which leads to highly non-uniform distributions of
static pressure and local heat transfer rate along the walls. In hypersonic flow the shock system is
located close to the configuration and a strong interference between the boundary layer flow and the
outer shock system takes place. Summaries of the existing knowledge on the three-dimensional flow
separations in axial corners are due to R.H. Korkegi [50] and ".J. Peake, M. Tobak, R.H. Korkegi [51].

5.2 Survey of the experimental program at TU Braunschweig

At the Institut fUr Strdmungsmechanik of TU Braunschweig a long-term program on according to Tab. 4
hypersonic flow in axial corners has been started in 1972. The first part of the investigations was
concerned with symmetric corners between unswept wedges and wedge angle 6, corner angle e and free-stream
Machnumber M were varied systematically. For a large number of configurations pressure distributions and
heat transfer measurements at the walls as well as pitot pressure measurements in the flowfield have been
carried out. The flow at the walls has been visualized by means of an oil-dot technique and the resulting
surface oilstreak patterns have been evaluated quantiatively to detect separation and reattachement
lines. First results have been p.bllshed by K. Kipke, 0. Hummel [52]. It turned out that the shock system
according to Fig. 24 leads to flow separation and to the formation of primary vortices close to the wall
which are accompanied in some cases by secondary vortices. In the vicinity of the corner center very high
static pressures and heat transfer rates have been found, but these high values could be reduced con-
siderably by increasing the corner angle e.
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In the second part of the program the investigations have been extended to include alan a systematic
variation of the sweep angle * for symmetric corners of intersecting wedges with different Lorner angles.
These investigations are due to W. Mbllenstkdt [53], [54]. The results showed the dependence of the shock
system and of the flow separations from the sweep angle o. It turned out that the high values of static
pressure and heat transfer rate in the corner center can be considerably reduced by sweeping the lea-
ding-edges of the wedges.

Almost all results from this experimental program which has been summarized by D. Hummel [55] may be
used as test cases for computational fluid dynamics. Some typical results are shown subsequently and some
guidelines for the use of this material are given.

5.3 Results

5.3.1 Windtunnel models [52], [53]

All corner configurations according to Fig. 24 were symmetrical with respect to the plane through
the apex and the (e/2)-line. The corner angles were 0 = 60', 90

° 
and 1200. the wedge angles normal to the

leading-eoges 6 = 6.3
, 
8.00 and 10.0*

, 
and the sweep angles of the leading-edges e = -300, 0', 15, 300,

45= and 60'. The dimensions of all models were 1 = 100 m in free-stream direction and b - 50 mm
perpendicular to it.

The measurenents have been performed in the gun tunnel of the Institut fUr Strdimungsmechanik at TU
braunschweig [55]. The free-stream Machnuers were M = 12.3 and 16.0, corresponding to Reynoldsnumbers,
based on model length 1, ot Re1  =5 0 an, =7 1
Sne d noearly concalent lofR 1  = i - 10' and Re] 1.7 - 10 and the stagnation pressure was 150 bar.
Since a nearly tonical fiowfielm was investigated, the pitot pressure and wall pressure measurements, the
heat transfer investigations by means of the transient thin skin technique and the evaluation of the
oil-dot streaks have been carried out in the plane x1l = 0.9 close to the rear end of the model.

5.3.2 Flowfield characteristics [52], [53)

General features of the flowfield in a 90'-corner may be taken from Fig 25, which shows the results
for a -30= (forward) swept configuration. The pitot pressure isobars in tme .asuring plane are drawn in
Fig. 25a. Since the flowfield is symmetric with respect to the (0/2)-line the upper part of the diagram
shows the measurements and in the lower part the interpretation is given. In the corner region the system
of wedge shock, corner shock, secondary or embedded shock and slip surface can be detected. The shocks
are characterized by a steep increase of the pitot pressure, which is strongest for the corner shock.
Behind the shocks pitot pressure plateaus at different levels are present. For the measured shock
positions the strengths of all shocks can be calculated from the shock relations and the corresponding
pitot pressure plateau values are in good agreement with the measured ones. The shocks interfere along
the line between the wedge shock and the corner shock which is marked in the measuring plane by the
triple point Tr. Due to the different pitot pressure levels on both sides the slip surface is also
characterized by a pitot pressure jump. The slip surface divides the flow through the corner shock from
that through the wedge shock which crosses also the embedded shock. On both sides of the slip surface the
same static pressure is present, but different velocities tangential to the slip surface as well as
different pitot pressures and therefore different values of the entropy exist. According to Crncco's
theorem the slip surface is a vortex sheet. The slip surfaces from both sides tend to meet at the plane
of symmetry. Therefore the flow through the corner shock does not reach the inner part of the corner
flowfield. The flow behind the embedded shock and in front of the slip surface is not yet parallel to the
wall. The corresponding changes in the flow direction towards the corner center is achieved by passing
some expansion and compression regions as indicated in Fig. 25a. Finally in the corner center very high
pitot pressures have been found, but the peak values in the hatched regions of the flowfield could not
be determined due to limitations of the available pressure transducers.

Underneath the wedge shock a decrease of the pitot pressure towards the wall is observed. The onset
of the pitot pressure reduction marks the outer edge of the boundary layer. In conical coordinates the
flow within the boundary layer is directed inwards. At 7 = 0.1 oval isobars show a relative pitot
pressure minimum, which has been interpreted by K. Kipke, D. Hunmmel [52] as a total pressure loss due to
a vortex in the viscous layer. The corresponding flow separation is caused by the pressure rise due to
the embedded shock and it occurs already far upstream at S1 and the corresponding reattachment line lies
at R1.

The measured pressure distribution at the wall is shown in Fig. 25b. Its slope is similar to that in
two-dimensional flow underneath a shock impinging on a boundary layer. The separation takes place at SI
far upstream of the point of impingement (1. plateau) and increases downstream to the value at re-
attachment R (2. plateau). In the present situation this scheme is modified by the strong vortex in
three-dimensional flow, which produces additional negative static pressures at the wall. Underneath the
primarv vortex a positive pressure gradient in V-direction is present which leads to a secondary sepa-
ratio. "t S? aud corresponding reattachment at R2.

The positions of separation and reattachment lines have been taken from oil flow streaks. A
quantitative P- luation Is shown in Fig. 25d. The angle It between the wall streamlines and the conical
direction is Ited daijiast the coordinate V. Positive values of T indicate a flow towards the corner
center whe.-s .gative values belong to d flow directed outwards. The effect of the second wedge on the
flow at t . kv: under consideration starts at the conical line A at V a 0.7 which may be regarded as an
Influenre , 1 which is located far more outwards than e. g. the second wedge shock. Fig. 25d

Indicates .a cue flow In the corner region converges at the separation lines S and S and diverges at
the redtttchnont ., H and R At these lines the flow follows the conical lihes at 4 - 0. Between S
and k a prinsr" I is formrd and between S and R a Smaller secondary vortex is present as sketcheA
schemct1,-ally* '. g. 25a. This kind of vortei formaion is well known from delta wings with subsonic
leaOing- -Ige , s-. e. g. 0. Hummel [7]. Due to the strong primary vortex a large portion of the viscous
layer tire ' moves OUtWdrOS and does not reach the corner center. Correspondingly the viscous layer
becomes very thin close to the corner ceniter. This means that in the region of R1 high energy inviscid
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flow comes very close to the corner center and causes very high wall pressures and heat transfer rates
there.

The measured heat transfer rates are plotted in Fig. 25c. It turns out that in the region of the
reattachmevt line R the heat transfer rate is 7 times as large as on an unswept wedge. A second,
relative heat transfer maximum is found in the vicinity of the reattachment line R2 of the secondary
vortex.

5.4 Test cases

In the course of the experimental program a total of 22 flowfields have been measured in detail and 13
of them have been published [52], [53), [55). They can be used as test cases for comparison with com-
putational fluid dynamics:

Test case 7: Hypersonic flows in corners of unswept wedges at M =16 for different wedge angles 6 and
corner angles e.
Available data: Model geometry

Wall pressure distribution
Wall heat transfer distribution
Flow directions at the wall
Pitot pressure isobars in the flowfleld

Reference: K. Kipke, D. Hummel [52)

Test case 8: Hypersonic flows in corners of swept wedges at M = 12.3 for different sweep angles a and
corner angles 0.

Available data: Model geometry
Wall prerssure distribution
Wall heat transfer distribution
Flow directions at the wall
Pitot pressure isobars in the flowfield

References: W. Mdllenst~dt [53), [54)

6. CONCLUSIONS

From comprehensive experimental investigations on separated flows carried out at Institut fur
Strbmungsmechanik of TU Braunschweig 8 test cases for computational fluid dynamics validation have been
deduced. These are

Test case 1: Delta wing A = 1.0, flowfield at a = 20.5c, low speed.

Test case 2: Delta wing A = 1.0, laminar boundary layers at a = ± 20.5o, low speed

Test case 3: Delta wing A = 0.78, velocity distribution in a vortex with vortex breakdown, low speed

Test case 4: Double-delta wing A = 2.05, flowfield at a = 10O, separate vortices, low speed

Test case 5: Double-delta wing A = 2.05, flowfield at a = 12', merging vortices, low speed

Test case 6: Delta canard configuration A = 2.31, flowfield at a = 8.8', no vortex breakdown, low
speed

Test case 7: Hypersonic flows in corners of unswept wedges at N= 16 for different wedge angles 6 and
corner angles 0

Test case 8: Hypersonic flows in corners of swept wedges at M, = 12.3 for different sweep angles 0 ane
corner angles e

For these test cases the main results are presented and a detailed documentation is provided on where
and ii which form these results are available.
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Tab. 1: Survey of experimental investigations on delta wing A - 1.0

Data O[°] all] Re Rer' Reterences

6-component 0 to 29.4 -30 to +30 2 : 10 6 112

measurements 14.7 to 23.5 0 to 30 2 10 14)

3-component -10 to +42 0 (0.9-)2.0 10 6 [7),[8,[13],[19)measureoment s

breakdown 24 to 42 0 2 10 6 [13)

position 17 to 42 -10 to 30 2 10 114]

20.5 0 9 105 laminar [7),[81,[16),[193

pressure 20.5 0 artificially [73,[8],[201

distribution 6 turbulent

measurements 26.4 5, 15 2 10 [12)
26.4 O to 30 2.I06 [15)

33.0 0 9 10
b  

[16)

boundary upper and

layer 20.5 0 9 105 lower surface, [19)

measurements laminar

20.5 0 9 105 laminar [7],[8J,[16],[193

surface 20.5 0 artificially [73,[8),[20)

oilflow turbulent

patterns 26.4 0 (0.9-)g.0 16 [15)

26.4 0 to 30 2 10 [152

bound 20.5 0 9 105 laminar [7],[81,[163

vortex 20.5 0 - artificially [7],[8],[20]

lines turbulent

Flowfield 20.5 0 2 106 4 planes [7), [8)

measurements

Tab. 2: Survey of experimental investigations on double-delta wing A = 2.05

Data a[o] 0[
°
* Re Model References

B-component -6 to 40 -5 to 30 1.3 • 106 A 135],[36]measurements

3-component -6 to 40 0 1.3 • 106 A [28],[30),[31],[343
measurements

6breakdown -6 to 40 -5 to 30 1.3 • 106 A [35],[362

position -6 to 40 0 1.3 • 10 A [28],[293,[303,1313,
[34'

10  
A. 1 section [28],[30],[31,[34]12 to 30 0 1.3 10 6 A, 1 sections 128],[307] 1114

pressure 10 to 30 0 1.3 1 6 A, 5 sections [34).[37)

distributions 10 to 30 0 to 20 1.3 106 A, 2 sections 1351.136

7, 11 0 4,0 10 B, 5 sections [343,[37]

10 to 32 0 to 20 1.3 • 10 6 A [36)

surface 10 to 30 0 1.3 *10 A [28),[293,[301,[31),

oilflow 6341,[35]

patterns 26 0 to 20 1.3 1 O) A [35)
7, 11 0 

4
,u * 10 B [34)

10 0 1.3 0 6 A, 1 plane [28),[29),[31)
12 0 1.3 10 6 A, I plane [29)

Flowfield 12 0 1.3 106 A, 4 planes [31),[34

measurements 10 0 1.3 106 A, 3 planes [34)

7 0 4,0 10 6 B, 3 planes [34)

11 0 4,0 10 6 B, 2 planes [34)

10 10, 20 1.3 106 A, 3 planes [35],[36]
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Tab. 3: Survey of experimental investigations on A = 2.31 canard-wing configuration

Data s[o o] Re Remarks References

3-component 0 to 40 0 1.0 • 106 canard [46.],[47]

measurements off and on

pressure 8.8 canard [46]. [47]

distribution 14.7 0 1.4 106 off and on

measurements 29.6

surface 8.8 canard
oilflow 14.7 0 1.4 106 off and on [46], [47]
patterns 29.6

Flowfield 8.8 0 7.0 . 10
3  

[46]. [47]

visualization 19.6

Flowfield 8.8 1 plane [46], [47]

measurements 8.8 0 1.4 .106 5 planes [48]
14.7 1 plane [46]. [47]

Tab.4: Test program for the measurements in corner configurations

Part I: Corners between Port II. Corners between swept

unswept wedges wedges (W Mo/lenstodt[415)

(K.Kipke, D. Hummel[52J)

MW, 123 160 M 123

6 6.30 8.00 6.30 8.00 10 a 8.00

60 o 0 0 0 0 -300 00 150 300 450 600

e 900 . . . . . 600 a 0 0 * a
.20 D e 0 e go* a * e

1200• •

o heat flux, oil flow picte ess

e pitot pressure (flow field), wall pressure, heat flux, oil flow pictures

secondary vortex primary vortex c Displacement of

vbreak-

nonlinear part

Fig.1 Flow over a slender sharp-edged

wing (schematic)a) Vortex formation

b) Pressure distribution
Sc C) Lift characteristic
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Fig.2: Windtunnel model of delta wing A 1.0 Fi.:Results of the three-component measuements on
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measurements
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TTa rr boundary layers) Y., & A -1.0 delta wing at a = 20.50, arti-
a) = -20.50 (flat surface = pressure side) ficially turbulent boundary layers
b) = +20.50 (flat surface = suction side) secondary separation line

~Dsecondary separation line ()turbulence generators
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OQQ,1,- 7? 1 ,2 0,3 0/ 0

-I2 ,s0,4

C, IIl

12,

\II\

Obstacle 1,6 712 0,8 0,4 0

1,2

t2li

-1

Figl Flow in a vortex with vortex breakdown measured in four planes
ItTT 0.425. 11 : = 0.491, 111: E= 0.566, IV : E = 0.761 ) over

an A = 0.78 cropped delta wing at a 310 with an obstacle behind the wing.

a) Lines of constant dynamic pressure, q / (I. = const.
b) Velocity component parallel to the measuring planes
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ABSTRACT

An overview of previously published aerothermal investigations which demonstrate the capabilities of
detailed computational fluid dynamics and engineering codes to predict the aerothermal environment about
an entry vehicle is presented. The overview consists of a brief discussion of the computational methods
and experimental data and includes comparisons between the computed results and data. The overview
focuses primarily on analyses of flight data since these data provide the unique capability to assess the
real-gas chemistry options in the codes. The computed results are based on a series of codes which are
employed by the Aerothermodynamics Branch of the Space Systems Division at the NASA Langley Research
Center. The flight data, which were measured on the Reentry F, the Space Shuttle, and the Fire II
vehicles, represent a wide range of vehicle configurations and freestream conditions. Also, results of
one recent set of ground tests are included since the tests provide data on a model of a pending flight
project. The comparisons of the predicted results and data demonstrate the adequacy of the present CFD
capabilities and indicate the potential to predict the aerothermal environment about future flight
vehicles.

INTRODUCTION

Recent interest in hypersonic vehicles has increased the need for verification and application of
computational flowfield techniques in many areas. These prediction techniques are useful for design
studies, and they can aid in developing improved methodology for extrapolating wind-tunnel data to flight
conditions. Obviously, before any method can be used with confidence, it must be verified as accurately
as possible. This is especially true if future missio, goals are so demanding that excessive
conservatism applied to computational predictions (or experimental data) will inhibit the successful
design of these vehicles.

The present paper addresses the verification and application of aerothermal prediction techniques
which may be useful in such design studies. One purpose of this paper is to provide an overview of the
numerical capabilities and the applicability of a series of computer codes employed by the
Aerothermodynamics Branch of the Space Systems Dlvision at the NASh Langley Research Center. These

codes, such as a Direct Simulation Monte Carlo method,1 Navier-Stokes methods,
2 

subsets of the Navier-

Stokes equations,
3- 5 

and engineering methods,
6
,
7 

have been used to define the flowfield and aeroheating
environment over a range of freestream conditions for flight and ground-test configurations. The
detailed computational fluid dynamics (CFD) methods are useful also in studies of generic body shapes and
provide detailed information such as surface heat-transfer and pressure distributions, force-and-moment
values, and shock-layer properties. In general terms, the engineering programs employ various levels of
approximation in determining surface pressure, heat-transfer, and real-gas effects. They are typically
used for conceptual design because they can be run quickly, and they can be used for extensive parametric
studies. Another purpose of this paper is to present a summary of available flight data sources for
future reference by the aerospace community and to illustrate the type, quality and extent of these data.

The applicability of the CFD codes has been demonstrated in previous investigations, e.g., Refs. 8-
11, by comparisons of the predicted results with flight and ground-test data and with predicted results
of other codes. This paper presents an overview of an extensive number of such investigations. The
comparisons present a sound approach for code verification and in addition provide the opportunity to
assess potential errors or problems associated with the codes.

COMPUTATIONAL METHODS

The codes used by the Aerothermodynamics Branch of the Space Systems Division at the NASA Langley
Research Center for flowfield studies are reviewed in this section. One of the functions of this branch
is to develop detailed codes which can be used to study various technology areas, such as turbulent flow,
radiation, reacting chemistry, low density, and vehicle geometry effects, on the aerothermal environment
about an entry vehicle and to assess the effect of these technology areas for various missions. In
addition, engineering codes which are based on various levels of approximation are developed to assist
researchers in conceptual design and parametric studies of proposed missions. We will briefly describe
the engineering and detailed codes used in the present paper.

ENGINEERING CODES

MINIVER: The MINIVER program
12 

is a simple engineering code that can be easily used in computer-aided

design systems such as AVID.
13 

The code provides a menu for the user to select methods to compute pomt-
shock and local flow properties as well as heating rates. The stagnation-point heating is computed with

*Head, Aerothermodynamics Branch, Space Systems Division.
##Aero-Space Technologist, Aerothermodynamics Branch, Space Systems Division.
-Research Leader, kerothermodynamics Branch, Space Systems Division.
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the Fay-Riddell" method; the local laminar values are computed by the Blasius
15 

skin-friction method
i6

with Eckert reference enthalpy to account for compressibility effects and a modified Reynolds analogy;

and the turbulent heating levels can be computed by the Schultz-Grunow skin-friction technique with

reference enthalpy and a Reynolds analogy or with the Spalding-Chi18 skin-friction method and a Reynolds
analogy. In addition, several boundary-layer transition criteria are provided. The calculations can be
based on perfect gas or equilibrium air chemistry. Angle-of-attack effects are simulated by a tangent-
cone or an approximate cross-flow option, and the flow can be computed for two- or three-dimensional
surfaces. However, the three-dimensional effects are available only through use of the Mangler
transformation (laminar or turbulent) for flat plate to sharp cone conditions. The code does not provide
any method to account for the pressure overexpansion or variable-entropy effects on heat transfer along
blunted vehicles.

6
INCHES: The INCHES code is an approximate combined inviscid and boundary-layer method that was
initially developed for engineering calculations of inviscid radiative and convective heating rates for

planetary missions. The code uses a modified Maslen technique'
9 

and computes the axisynhsetric zero
degree angle-of-attack flowfield over paraboloids, ellipsoids, hyperboloids, and sphere-cones. Variable
entropy can be included by using local inviscid properties located a boundary-layer thickness away from
the body surface. The code uses the Cohen stagnation-point heating method and Blasius skin-friction
coefficient based on momentum thickness with Eckert reference enthalpy and a modified Reynolds analogy to
compute local laminar heating. The turbulent heating equation also employs a skin-friction expression
based on a momentum thickness. A velocity profile, typically given by the one-seventh power profile, is
assumed to compute the required exponents and constants in the skin-friction relation. However, the
power-law velocity profile has been shown to be a function of the momentum-thickness Reynolds number.
This dependence has been incorporated in the INCHES turbulent heating method. The study of Ref. 6

incorporated angle-of-attack effects (crossflow) based on the DeJarnette and Davis
20 

method in the
heating calculations over the windward and leeward symmetry planes of sphere-cones. At angle of attack.
the inviscid shook shape and flowfleld are computed based on the equivalent cone value. With the
available experimental data, the comparisons of predicted results and data were good. However, a recent

investigation
8 
has shown that this technique for accounting for angle-of-attack effects or. the laminar

heat transfer is not satisfactory for slender blunted cones at small angles of attack, e.g., a 5" cone at
30 angle of attack.

LISC: An approximate method
21 

has been developed for predicting laminar and turbulent heating rates on
the windward side of the Space Shuttle Orbiter. The method is based on a "local infinite swept cylinder"
(LISC) analysis and includes both equilibrium-air chemistry, variable boundary-layer-edge entropy, and
lateral velocity-gradient correlations. The three-dimensional, compressible turbulent boundary-layer
equations are solved in terms of time-average mean flow quantities. Following an infinite swept cylinder

analysis,
2 2 

the flow direction derivatives are assumed to be smaller than the normal or the lateral
derivatives and thus can be be neglected. Further, if surface curvature effects are neglected, the
boundary-layer equations describing thu flow at an axial station can be solved along a given cross
section independent of other cross sections. The surface pressure at any point along the windward-
symmetry plane of the Shuttle Orbiter is calculated using a tangent-cone approximation where the half
angle of the cone is equal to the local-flow-deflection angle (i.e., the local-body-deflection angle plus
the angle of attack). The real-gas, axisymmetrlc, flowfield solution over a cone is obtained using a

time-asymptotic, numerical procedure with equilibrium thermodynamic properties.
23

DETAILED METHODS

Direct Simulation Monte Carlo

In the Direct Simulation Monte Carlo (DSMC) method, the intermolecular collisions are considered on
a probabilistic rather than a deterministic basis. Furthermore, the real gas Is modeled by thousands of
simulated molecules. The velocity components, internal states, and position coordinates of these
molecules are stored and are modified with time as the molecules are concurrently followed through
representative collisions and boundary interactions in simulated physical space. The time parameter in
the simulation may be identified with physical time in the real flow, and all calculations are unsteady.
When the boundary conditions are such that the flow is steady, then the solution is the asymptotic limit
of the unsteady flow. The computation is always started from an Initial state that permits an exact
specification such as a vacuum or uniform equilibrium flow. A discus'on of the "variable hard sphere"
(VHS) molecular model, the recommended model for the simulation of gases in an engineering context, is
given in Ref. 24. Of particular relevance is the discussion of the models that account for internal
energy effects and chemical reactions.

Navier-Stokes

SLNS: The steady Navier-Stokes (NS) equations are solved
2 

along the stagnation streamline of a blunt
axisynsetric body by integrating a set of coupled nonlinear ordinary differential equations with respect
to dstance normal to the body Solution to the nonlinear algebraic equations resulting from a finite-
difference approximation of differential equations Is obtained by a numerical method known as the
successive accelerated replacement method. In this method, the corrections applied to the unknown
variable at each of the mesh points are controlled by an acceleration factor which prevents the iteration
scheme from diverging. The name successive replacement for the method comes from the fact that new
values are used as soon as they are obtained. The method employs an eleven-species kinetics model for
air with a wall of arbitrary catalyticity. The thermodynamics and transport properties for air are

employed to temperatures of 30,000 K. The flowfield equations are coupled
2 5

to an equilibrium radiation
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model, and an approximate electron energy equation is used for the electron temperature. Solutions
obtained with this method include surface slip boundary conditions.

LAURA: Program LAURA
26 

(Langley Aerothermodynamics Upwind Relaxation Algorithm) is used to solve the
fully coupled set of governing equations using a finite-volume, symmetric-total-variation-diminishing
scheme. The equation set includes the Navier-Stokes equations, eleven-species continuity equations, a
total energy conservation equation, and a vlbrational/electronic energy conservation equation, The
translational and rotational energy modes are assumed to be in equilibrium at temperature T, and the
vibrational and electronic modes are in equilibrium at temperature T'. Flow simulations using the two-

temperature model have been implemented for the forebody alone and for the complete flow including the
near wake for the Aeroassist Flight Experiment (AFE) configuration (Fig. 1). A two-dimensional or
axisymmetric flow option has been added to enable relatively quick parametric studies of the various
kinetic and relaxation models available in the code. Two different kinetic models are available as well
as some options for defining the mechanisms for vibrational energy relaxation.

Viscous-Shook-Layer

The Viscous-Shock-Layer (VSL) method has been widely used during the last decade for numerical
solutions of hypersonic flows over a range of body shapes and freestream conditions. Because of the
simplicity of the technique, many physical models have been incorporated into VSL codes for further in-
depth study of detailed flowfield calculations. The VSL method has been applied to planetary entry

bodies with massive ablation and radiation,
27 

to slender vehicles with transitional and turbulent flow,
t

and to complex reentry vehicles with nonequilibrium chemistry.
9
1
29  

The VSL approach has received much
attention because of the computational advantages it offers. The VSL equatio%5 are obtained from the
Navier-Stokes equations by retaining terms through the shock layer up to second order in the inverse
square root of the Reynolds number. Parabolic approximations are made in both the streamwise and
crossflow directions, and the equations can be solved by marchitg techniques which are efficient in terms
of computer time and storage requirements. The VSL methud is easier to apply than a matched boundary-
layer and inviscid method since no coupling problem exists between inviscid and viscous regions. The
equations are limited, however, to attached fl-w in both the streamwise and crosaflow directions, unlike
some higher approximations.

A three-dimensional viscous-shock-layer code was developed
30 

in a nonorthogonal coordinate-system
which allowed the analysis -f nonaxisymmetrlc bodies and was extended to Include equilibrium air and
turbulent flow models. Subsequent study indicated the need for modifications and corrections, and the

resulting version has been redesignated as VSL84.
4 

A nonequilibrium version (SHTNEQ) of the code was

develorf l and also was subsequently modified.
31

Inviscid

The methodology and structure of the HALIS (High Alpha Inviscid Solution) code are presented In
detail in Ref. 32. Briefly, the code is a time-asymptotic solution of the Euler equations which utilizes
an unsplit MacCormack differencing scheme. The solution space is the volume between the body surface and
the bow-shock wave which is treated as a time-dependent boundary condition. This leads to a coordinate
system defined by the position of the bow shock and body as well as the spatial derivatives along these
surfaces. A spherical coordinate system is used to describe the blunt nose-cap region of the flowfield,
while a cylindrical coordinate system is used for the rest of the flowfield. For very blunt vehicles,
e.g., the AFE configuration (Fig. 1), a spherical coordinate system is used for the entire inviscid

flowfield solution.
33 

The HALtS code was written for use on the CDC Cyber 203, a vector processing
computer.

For the Shuttle results presented in this paper, the HALIS code was configured in the following
manner. There are a total of 145 planes down the vehicle, 15 in the spherical coordinate system, and 130
in the cylindrical coordinate system. There are 39 planes around the body which include two rays of
information reflected across the upper and lower symmetry planes, and there are 15 points located along
each ray between the body and bow-shock wave.

Boundary-Layer

The AA3DBL (Axisymmetric Analogue for 3-Dimensional Boundary Layer) code
7 

was developed following

the procedure of Cooke.
3
4 Therefore. the general three-dimensional boundary-layer equations are first

written in a streamline-orientrd cooi, inate system. If the crossflow velocity in the boundary layer is
neglected, the boundary-layer equations reduce to the same form as for axisymmetric flow, provided that
distance along a steamline is interpreted as distance along an equivalent axisymmetric body and that the
metric coefficient that describes the spreading of streamline is interpreted as the radius of an
equivalent axisymmetric body. This greatly simplifies the viscous problems and means that approximate
three-dimensional heating rates on a body can be computed along individuil streamlines Independent of
what happens along other streamlines.

With the axisymmetric analogue, any axisymmetric boundary-layer method can be applied along an
inviscid-surface streamline to obtain an approximate three-dimensional boundary-layer solution. For many
aerothermal studies, surface heating rates are the primary objective, and while these heating rates could
be obtained from a finite-difference solution of the full axisymmetric boundary-layer equations, this is
unnecessary because very accurate results for both laminar and turbulent flow can be obtained more easily

from approximate heating relations.
35 

The heating results can be obtained at only a fraction of the
computational effort required for a full boundary-layer solution.
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Inviscid-surface streamline paths and the metric coefficient associated with the spreading of the
streamlines are needed in the application of the axisymmetric analogue. Previous approaches using a

known surface pressure distributLon
36 

were found to be unsatisfactory except for relatively simple cases
such as sphere cones. (For a further discussion of this problem, see Refs. 5, 7, and B.) The reason can
be traced to the fact that the streamline metric calculations require first and second derivatives of the
pressure. When these derivatives were calculated by finite-difference techniques, they proved to be
inaccurate in many cases. A better approach is to use inviscid-surface velocity components, when they
are available, to perform the streamline and metric computations. This approach requires only the first
derivatives of the velocity components, and they can be generated numerically more accurately than 3econd
derivatives.

For the AA3DBL technique,
7 

the velocity components should be calculated by an accurate three-

dimensional flowfield solution such as HALIS.
32 

Boundary-layer edge properties are obtained by
interpolating in the Inviscid flowfield at a distance equal to the boundary-layer thickness away from the
wall. An Initial assumption Is made fnr the boundary-l~ycr edge properties (usually equal to the wall
values), and then the solution is iterated until the assumed values for the edge properties are equal to
the calculated values.

EXPERIMENTAL DATA

Experimental data which were measured on flight vehicles are discussed in this section. The data
were obtained over a wide range of vehicle configurations (Fig. 1) and freestream conditions. A brief
discussion of the vehicle geometry, experimental technique, and prime data period for each of the flight
tests is presented. A discussion of a ground-test model, test conditions, and the corresponding data is
also presented since this model represents a possible near-term flight project, the Aeroassist Flight
Experiment (AFE).

REENTRY F FLIGHT TEST

Laminar, transitional, and turbulent heating data were measured on a slender conical body during

free flight.
37 

This flight experiment, known as Reentry F, was performed in 1968 to provide accurate
measurement of turbulent heating rates on a nearly sharp conical vehicle in regions where Mach number,
Reynolds number, freestream enthalpy, and ratios of wall-to-total temperature could not be obtained by
ground-based experiments. The Reentry F vehicle (Fig. 1) was a spherically-blunted cone with a half
angle (0c) of 50 and was 13 ft in length with an initial nose radius of 0.1 inch. A graphite nosetip

extended for the first 7.69 inches followed by a conical beryllium frustrum. Temperature measurements
were obtained for the prime data period at altitudes between 120,000 and 60,000 ft at a freestream Mach
r sber of approximately 20. These temperature data were reduced to heating rates and compared with data
generated by existing prediction techniques. In addition, the measurements provided experimental

information on hypersonic boundary-layer transition
38  

in the flight environment. Today, after nearly 20
years, these data continue to hold importance for the same reasons. They are useful for comparison of
prediction techniques, and practical application of transition criteria continues to be of primary
importance since transition to turbulence affects both thermal design and aerodynamic performance.

SHUTTLE FLIGHT DATA SYSTEM

Through its first five flights, the Space Shuttle Orbiter had a data acquisition system to record
the surface pressures and temperatures on the vehicle through both the ascent and descent phases of its
flights. The development flight instrumentation (DFI) system consisted of a matrix of pressure
transducers and thermocouples covering the surface of the vehicle.

The pressure transducers were, in general, sized for the pressure levels expected during the peak
heating phase of the reentry trajectory, which limited the availability of some pressure data during the
latter portion of the reentry. In general, 15-psia and 150-psf transducers provided pressure data
through the entire reentry over the range of Mach number and angle of attack of interest (M. > 6 and

250 < a < 450), whereas the data from the 75-psf gauges are, with some exceptions, only available for M

> 15. The only complete sets of pressure data are from the third (STS-3) and fifth (STS-5) Shuttle
flights. The reduction and analysis of the flight pressure data follow the procedures outlined in
Ref. 39.

Thermocouples which were mounted within the thermal protection system (TPS) and in thermal contact
with the surface coating were located at over 200 vehicle surface locations. The measurements provide
time histories of TPS surface temperature throughout the entry and are the basis for the determination of
convective heating rates. The measured temperature-time histories were smoothed and subjected to an
Interactive review process to assure that the smoothed data provide an accurate representation of the raw

temperature data. An inverse, one-dimensional, transient heat-transfer analysis
40 

was used to determine
the convective heating rate to the TPS surface. The importance of using the transient analysis to
compute the convective heating rate rather than assuming a radiation equilibrium condition was
demonstrated at trajectory times when the heating level was low, e.g., early in the trajectory or late in
the trajectory when the convective flux was less than the surface reradiative cooling term. Also, the
radiative equilibrium assumption was not adequate for conditions when some transient phenomenon such as
boundary-layer transition influenced the vehicle aerothermodynamics. The impact on the computed
experimental heating rates due to uncertainties in parameters, such as the thermal properties of the TPS,

the surface emittance, temperature measurements, and the thermocouple depth location, was Investigated.
4 1

Such uncertainties were reported to contribute a a 10 percent error in the measured heating rates.



FIRE II DATA

The Fire II vehicle, launched in 1965, was used to measure the radiative heating and the total
(convective plus absorbed radiative) heating to a blunt-nose body at an entry velocity of approximately

36,100 fps. 42
'
43 The forebody configuration was a truncated hemispherical shape with a small corner

radius (Fig. 1) and had a layered heatshield composed of three beryllium layers with each backed by
phenolic asbestos. Heatshields 1 and 2 were ejected during the entry to expome a clean, non-melted
surface for the next data period. The dimensions of the heatshields were smaller from heatshield 1 to 3.
Heating data were measured at several locations around the body, but the present work considers only the
data measured at the centerline location, The vehicle entered at an angle-of-attack of zero degrees;
thus, the centerline location was the flow stagnation point.

Two types of radiometers were used to measure the radiative heating.
42  

A total radiometer
(thermopile) measured the radiative intensity in the 0.2 to 6.2 eV range, limited by the quartz window.
A rpe tral rad",eter measured the spectral intensity, which was ther irtegratel t, ;rvi c " c tct :
intensity in the 2 to 4 eV interval. Only the data for the 0.2 to 6.2 eV range are discussed in the
present paper. The error band for the intensity data was estimated to be ± 20 percent.

Thermocouples were installed in the beryllium layers allowing the layers to be used as calorimeters
that measured the total heating rate; that is, the sum of the convective heating rate and the absorbed,
radiative heating rate. 

43 
The maximum measured value was 1000 Btu/ft

2
-eec, and the estimated error was

± 44 Btu/ft2 -see at this maximum value.

The Fire II data were categorized in prime data periods for each heatshield; that is, dat- btained
at times when the outer-surface temperatures of the quartz or beryllium were calculated to n-1 interfere
with the measurement and to be below the melt point. The prime data period of intensity measurements for
heatshields 2 and 3 was less than 0.5 seconds. Anomalies seen in the data are explained in terms of

melting of the materials, exposure of the phenolic asbestos, and ejection of the heatshields.
2

AFE (GROUND-TEST DATA)

For future opportunities in near and far space, a new family of vehicles, known as aeroassist
14

vehicles, has been proposed. Walberg has reviewed several aeroassist vehicle concepts. These vehicles
will typically operate in the upper reaches of the atmosphere at higher velocites than those usuaily
encountered by reentry vehicles. The aerodynamic characteristics of these vehicles will be used to
execute orbital maneuvers associated with their mission and to reduce the amount of propellant required
to make these orbital changes. An aeroassist vehicle of current interest is the aeroassisted orbital
transfer vehicle (AOTV), which will be used to transfer payloads from low-to high-Earth orbit and back.

For a better understanding of the flowfields, surface pressures, heating distributions, and
aerodynamics of such vehicles, a flight experiment has been proposed by research organizations within
NASA and is called the Aeroassist Flight Experiment (AFE). Of the numerous body shapes initially

proposed for this vehicle, a configuration
45 

developed by the NASA Johnson Space Center has been selected
for the flight project. The AFE body (Fig. 1) is generated by a 600 elliptic cone which has been raked
off at a 75' angle. The nose is an ellipsoid which is tangent to the cone at all points of their
intersection. The forebody is jointed to a skirt-type afterbody which reduces the flow expansion near
the base of the cone and also reduces the heating in this region.

The success of the AFE project will depend on a number of factors, including the proper placement of
instrumentation on the vehicle surface and the ability to fly the maximum science weight. Both nf these
factors are directly impacted by the accuracy of the aerodynamic data base through the eetermination of
two parameters: (1) trim angle of the vehicle and thus the location of the stagnation point on the
surface and (2) pitching moment characteristics which will determine what, if any, active control system
will be required to stabilize the vehicle.

Data, from three ground-based test facilities located at the Langley Research Center, have been
obtained to provide an understanding of the effects of these parameters on the AFE vehicle. The

Hypersonic Helium Tunnel Facility
4 6 

provides a test stream with a ratio of specific heats (,Y) of 1.667 at

a nominal Mach number of 20. The 31-Inch Mach 10 Tunnel
47 

has a Y - 1.4 at a nominal Mach number of 10.

The Hypersonic CF4 Tunnel,
48 

which utilizes tetrafluoromethane (Freon 14) to simulate the low-Y effects

of real air, provides a nominal freestream Mach number of 6. The model was tested in each of the three
ground-based facilities through the angle-of-attack range -10* < a < 100. The same balance was used in
each facility to maintain consistency in the data measurement.

COMPARISON OF PREDICTIONS WITH EXPERIMENTAL DATA

In this section of the paper, highlights from investigations which compare results of the previously
discussed flowfield codes and experimental data are presented. These comparisons of predicted results
and experimental data are presented primarily at flight conditions. Thus, the chance to assess the real-
gas chemistry capabilities in a code is provided with the comparisons. Such an opportunity is not
typically available with ground-test results. However, all of these codes have been compared with
ground-test data measured on models of the flight vehicles, with other available ground-test data, and
with results of other CFD codes.
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The comparisons will be presented for the Reentry F vehicle, the Shuttle Orbiter, the Fire II
vehicle, and the AFE model, respectively. This order provides a review of aerothermal comparisons for
slightly blunted slender vehicles, for a complex blunted winged vehicle, and then for very blunt bodies.

REENTRY F

Figures 2-4 contain comparisons of flight data and heating-rate predictions using a detailed
viscous-shock-layer code and engineering codes for two Reentry F trajectory points. Equilibrium air
chemistry was used in all of the calculations. Figure 2 presents heating-rate data at an altitude of
120,000 ft with a freestream Mach number of 19.25. The flow in this case was laminar over the entire

vehicle, and angle of attack was approximately zero. The comparison between experiment and VSL3D
8

prediction shows agreement within 10 percent. The heating distribution computed using the INCHES code
6

is also in similar agreement.

Figures 3 and 4 show the experimental heating-rate data compared with the VSL3D and engineering code
predictions, respectively, for a trajectory point at 80,000 ft. The Mach number remained near 20 for

this case, but a small angle of attack (0.J0) existed for the flight vehicle. In the MINIVER code,
12

the equivalent-cone approximation was used to account for the pitch. Such a simplifying approximation in
the MINIVER solutions is adequate in this case but will not be accurate at larger angles of attack. The
data and predictions shown in Figs. 3 and 4 are for the most leeward plane (the primary thermocouple
ray). The data show that boundary-layer transition occurred about halfway down the vehicle, and for the

present calculations, the transition location was taken at the reported distance.
38  

In Fig. 3, the
overall agreement between heating data and predicted results is excellent except in the transition
region.

Figure 4 presents laminar and turbulent heating-rate predictions using the INCHES and MINIVER codes
for the same conditions shown in the previous figure. Both engineering codes assume instantaneous
transition for this comparison. As shown, the INCHES prediction is in good agreement (within 10 percent)
with both the laminar and fully turbulent data. The laminar heating method in MINIVER also yields
results in good agreement with the data. After transition, the results of two turbulent heating methods
used in MINIVER are compared with the data. The first, based on the Schultz-Grunow skin-friction
relation, is in very good agreement with the data. Conversely, the Spalding and Chi skin-friction
relation results in turbulent heating rates 15 to 20 percent lower than the data. Similar results have

been noted
49 

for the Spalding and Chi relation in other codes.

SHUTTLE ORBITER

The comparisons of predicted results and Shuttle data are shown first for results typical of
published Inviscid analyses. The pressure comparisons are shown because the data were important in
understanding the aerodynamic behavior of the Shuttle entry and because the inviscid code results were
necessary for boundary-layer calculations. Next, the nonequilibrium flow results hased on the low-
density 0> 300,000 ft) data are presented. Then, the remaining nonequilibrium results representative of
altitudes from approximately 250,000 ft to 160.000 ft are presented. Finally, comparisons are presented
typical of lower altitude results that illustrate capabilities to predict off-centerline, lower wing and
turbulent heating data.

Shuttle Inviscid Results

The flight data point, M - 21.6, was chosen for comparison because the STS-3 and STS-5 entry

trajectories were coincident at this point, providing two sets of flight data. At these high Mach
numbers, real-gas effects become important. Thus, both a perfect gas and an effective Y solution have
been computed using the HALIS code for comparison with flight data. (The effective Y is the perfect-gas
value required to compute the same shock density ratio as obtained for a given equilibrium-air
condition.)

The centerline pressure distribution is shown in Fig. 5, where both perfect gas and effective Y
HALLS solutions have been plotted along with the STS-3 and STS-5 flight data. The two HALIS solutions
are similar up to an x/L value of 0.5, except for the stagnation region which is poorly detailed in this
figure. (For detailed plots of pressure distributions in the stagnation region, see Ref. 50.) However,
for x/L > 0.5, the Ve - 1.18 solution produces a lower pressure level along the centerline with the

greatest effect occurring in the expansion region on the aft end of the vehicle. The computed solutions
are in good agreement with the flight data. At this Mach number, pressure sensors located on the
centerline just upstream of and on the body flap are not yet saturated. These pressures have also been
plotted on Fig. 5. In Figs. 6(a)-6(e), the chordwise pressure distributions on the lower surface of the
wing are compared with the flight dta at spanwise locations of 0.4, 0.5, 0.6, 0.7, and 0.8. In all of
these figures, the real-gas effects have a large impact on the pressure distributions over the wing
surface, and the flight data strongly support the results of the effective Y HALIS solution. At this
flight condition, the STS-3 elevon deflection is approximately 50 whereas the deflection is only 20 for
STS-5.

Shuttle Nonequilibrium Results

The OSMC calculations for the flow past an axisymmetric representation of the windward centerline of
the Space Shuttle Orbiter over an altitude range of 300,000 to 500,000 ft are presented in Ref. 1. The

DSMC results were compared with similar results based on a VSL code (HYVIS
9
) and a NS method (SLNS 2).

Results of those comparisons are presented in Fig. 7 in terms of the heat-transfer coefficient, CH' (CH H

2q/pU3), where q is the heat-transfer rate and p. and U are the freestream density and velocity,
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respectively, versus the overall Knudsen number. The DSMC numerical simulations used a five-species
model for air (02, 2 0, N, and NO) and a noncatalytic wall at temperatures corresponding to the flight

measured values. For the DSMC calculations, the wall was also assumed to be diffuse with full thermal
accommodations. At an altitude of 300,000 ft, the heat-transfer coefficient computed by both DSMC and
HYVIS are in good agreement with the Orbiter flight data. However, as the altitude increased, the HYVIS
results, without slip boundary conditions, began to depart rapidly from the DSMC results for X./rn values

greater than 0.03. (The A. is the freestream mean-free path length, and the nose radius, rn, was used as

4.25 ft for the calculations at 300,000 ft). Results of more recent continuum calculations
2 

using the NS
equations for the stagnation streamline (SLNS) have been compared with DSMC data for altitudes of 300,000
to 400,000 ft (A/rn from 0.028 to 1.22), and the agreement is good for the conditions over which the

comparisons are made. Even though all three numerical methods are in agreement with respect to
stagnation-point heat transfer at an altitude of 300,000 ft, the investigation of Ref. 1 shows that there
are substantial differences In the flowfield structure, and these differences increase with increasing
rarefaction. The nSMC calculations of Ref. 1 show that the flowfield disturbance extends a greater
distance upstream of the body; that is, the shock wave is of the same order of thickness as the shock
layer. The inability of the NS equations to properly describe the shock structure is not surprising,
since investigators (e.g., Ref. 51) have shown that the NS equations do not adequately describe the
structure of strong planar shock waves for Mach numbers greater than approximately 2.

The results of the calculations shown in Fig. 7 are in good agreement with the flight heating-rate
data up to an altitude of 300,000 ft. With Ancreaslng altitude, the agreement between flight and
calculated heating becomes progressively poorer. While the DSMC calculated heat-transfer coefficient
asymptotically approaches a value of 1.0 for large Knudsen numbers, the flight data results never reach a
value much greater than 0.22. If an energy accommodation coefficient less than 1.0 is assumed, the
agreement is improved, but the discrepancy cannot be totally resolved with realistic values of the
accommodation coefficient. The reason for the experimental trend with increasing Knudsen number is not
known at present. However, two areas of concern are obvious: one being the accuracy of the flight
heating values at low heating conditions and the second being that some event may have occurred in flight
that has not been included in the Monte Carlo simulation. The accuracy of the flight heating data is
discussed in detail in Ref. 40. Therefore, if it is assumed that the thermocouple measurements and the
heating rates deduced from those measurements are reasonably accurate, then the question arises to the
cause of the apparent low heating values for Knudsen numbers of the order of 0.1 and greater. Two events
that would produce lower heating values are mass addition to the flowfield and the lack of full thermal
accommodation. If there is any outgassing as the orbiter encounters the onset of the heating pulse, then
this would reduce the heating. It should be noted that a fuel dump occurred prior to entry with fuel
from the reaction control jets in the nose region being ejected forward of the orbiter. The effect of
m ss addition was not considered in the present calculations; however, the effect of the surface
reflection model was examined.

For the altitude range from approximately 250,000 to 160,000 ft, the experimental wall temperature
measurements and resulting heat-transfer rates obtained during the first flights of the Space Shuttle

have been demonstrated 
9 52 -5

4 to be lower than predicted equilibrium values at least over the first 40
percent of the Shuttle length and for much of the altitude range of interest. The flight data from the

Catalytic Surface Experiment (CSE),
5 3 

which was a Space Shuttle Orbiter experiment by NASA Ames Research
Center, have verified that the lower rates can be attributed primarily to the relatively noncatalytic
nature of the TPS and not to unknowns in freestream or flowfield quantities and that some degree of
nonequilibrium flow persists to altitudes as low as 160,000 ft.

The importance of finite catalytic surface effects (surface reaction-rate coefficient or energy-
transfer recombination coefficient) on the heat transfer in a dissociated nonequilibrium environment has

long been recognized.
55  

Both temperature-dependent
5 2 

and constant
5 3 

values of the coefficients for
surface oxygen and nitrogen recombination have been used to calculate laminar heat fluxes to the Space

Shuttle. The reaction rates (kw O and kw n) were inferred from ground-test are-Jet heat-transfer

measurements conducted at wall temperatures higher than flight-measured values. The heating rates,
or surface temperatures, which have been calculated with the existing reaction rates yield only a fair

comparison
9
'
52
'
53 

with the Shuttle experimental windward-ray thermal data. In fact, at altitudes lower
than approximately 210,000 ft, the calculated heating rates are as much as 30 to 40 percent lower than
the experimental data.

Results typical of these comparisons were recently presented
3 1 

and are shown in Fig. 8. The
windward-symmetry plane heat-transfer data measured at 234,000 ft are compared with the results of the

modified SHTNEQ code
3 

using temperature-dependent reaction rates.
5 6 

The axisymmetric VSL (HYVIS) code

results
9 

using the same rate expressions and employing an "equivalent hyperbolold" concept are also
shown on the figure. The predicted results of both codes are shown to be approximately 20 percent lower
than the data. However, good agreement is obtained with the predicted results from the nonequilibrium
VSL methods based on the 3D and the axisymmetric equivalent body techniques.

The concept that an axisymmetric equivalent body could model the windward-centerline flowfield over
the Shuttle at a given angle of attack was proposed in Ref. 58 based on comparisons of ground-test data

measured on a Shuttle model at 30o angle of attack. This concept was then verified1
0
,
59 

over an angle-
of-attack (AOA) range of 25- to 45. For this AOA range, a hyperbola with a computed nose radius and
body half-angle was used to model the Shuttle windward-symmetry plane coordinates. The primary reason

t
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for the good comparison is that the Shuttle has a rather wide flat-bottom surface with a smoothly
decreasing slope. and the equivalent body approximately models the longitudinal and circumferential cross
sections.

Also shown on Fig. 8 is a comparison of the data with results predicted by the modified SHTNEQ code

using an oxygen recombination-rate expression
6 0 

determined from STS-2 flight data. A substantial

improvement in the comparisons is observed. The rate expression was determined
60 

by a "best" fit to the
experimental STS-2 heating rates at altitudes from 260,000 to 234,000 ft. The expression was correlated
as a function of the surface temperatures in an Arrhenius form. Based on the data used to develop the
rate expressions, improved comparisons similar to those shown in Fig. 8 should not be surprising, but It
is important to note that the rate expression is not uniquely dependent on the code used in the analysis
process. Good agreement is obtained for calculated results based on codes using different computational

techniques.
31

,60 Two encouraging results were observed in the study of Ref. 60. First, the comparisons
of the data and predicted results were significantly improved for altitudes lower than 234.000 ft.
Secondly, both the STS-2 and STS-3 heating data and predicted nonequillbrium results approached the
corresponding equilibrium levels in a very similar manner with decreasing altitude (Figs. 9(a) and 9(b)).

An additional illustration of the improved agreement obtained with the Shuttle 3D VSL code
31 

using the
rate expression derived from flight data is shown in Fig. 10. The windward-symnetry plane heating-rate
data at 199,000 ft are compared with the predicted results. Good agreement is shown.

Since the SHTNEQ code solves the full three-dimensional flowfield over the windward surface, it Is
of interest to make comparisons between prediction and flight for regions away from the symmetry plane.
These comparisons are presented in Fig. 11 at an altitude of 199,000 ft. This figure compares the
transverse heating distributions at axial locations (x/L) of 0.098, and 0.592, Figures I(a) and 11(b),
respectively. The predictions shown in these figures are those obtained using the oxygen recombination
rate from Ref. 60. In general, the heating-rate predictions for the off-centerline data are quite good
and are typically within 10 to 15 percent of the flight data. Also, the trends of the heating
distributions In the crosaflow direction are in agreement. The peak in heating occurring at the corner
between the lower surface and side fuselage is generally predicted,

Shuttle Data at Lower Altitudes

Experimental laminar heating rates from STS-2 measured along the windward-symmetry plane at M -

9.15 are shown in Fig. 12. Heating rates calculated by the LISC,
21 

INCHES,
6 

HYVIS,
9 

VSL84,
4 

and AA3DBL.
7

codes are shown on the figure. The results of the calculations are in reasonably good agreement. While
there is some scatter in the experimental data, the predicted results are also in generally good
agreement with the data.

Circumferential distributions of heating are presented at two axial stations (x/L - 0.1 and 0.4) in
Fig. 13. At the two stations, the calculated results are in good agreement with the data. The
calculated results are based on the VSL84, AA3DBL, and LISC codes. Note the relatively small differences

in the results of the two inviscid-boundary-layer methods 7,21 and the VSL method.4

A unique capability of the AA3DBL method is the capability to accurately predict heating rates on

the Shuttle Orbiter wing. A comparison of calculated heating with flight data for the "mid-wing"
location (2y/b - 0.5) is presented in Fig. 14 as a function of xe/c (where x* is the distance from the
leading edge and c is the chord length). Two predictions are shown, one for laminar flow and one for
turbulent flow. The turbulent calculations were made by starting transition at x/L - 0.2. At first
glance the flight data appear to behave very strangely; first being laminar, then transitional, then
laminar, then transitional, then laminar again, and finally fully turbulent near the trailing edge of the
wing. This behavior is quite easily explained when it is realized that the flow at different cord
locations on the wing has traveled along different streamlines. Thus, flow along one streamline can be
transitional or even turbulent while the flow on adjacent streamlines remains laminar. In fact this

behavior fits the transition pattern observed
61 

for this case which is illustrated by the transition
front locations shown in Fig. 15.

The heating at the more outboard location on the wing (2y/b - 0.8) is presented in Fig. 16. The
heating pattern for this case is typical of what is expected for a flow undergoing transition. The flow
near the leading edge of the wing is laminar, then it undergoes transition, and finally becomes fully
turbulent near the trailing edge. The calculated heating in the laminar and turbulent regions of the
flow is in reasonably good agreement with the flight data.

Shuttle Turbulent Data

The Shuttle flowfield, based on nonequilibrium calculations,
9 
is at an equilibrium state prior to

the onset of boundary-layer transition. For the purpose of investigating both .he boundary-layer
transition movement and associated turbulent heating levels, laminar and "fully" turbulent results

predicted by the INCHES code were compared1
0 

with the experimental data at numerous freestream conditions
from the time corresponding to the onset of the transition front. While this complete set of results is
not presented, the turbulent comparisons presented In Fig. 17 are typical. Also shown on the figure are

the swept-cylinder (LISC) results
2 1 

for this condition. The turbulent data from STS-1 are shown to be
about 10 percent lower than the STS-2 data. Discrepancies of less than 10 percent are obtained when the
predicted results are compared with data for either flight.
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FIRE II

The Fire I data are presented In Figs. 18 and 19 for the time histories of the radiative intensity
measured from 0.2 to 6.2 eV and of the total heating rate (convective plus absorbed radiative fluxes),
respectively. Time of zero seconds for Fig. 19 corresponds to actual trajectory time of 1617.75 seconds.
All the measured data for radiative intensity are presented in Fig. 18 without denoting the prime data
periods. This omission was done for clarity in presenting the results, and the reader is referred to
Refs. 42 and 62 for additional details.

The computational results based on a VSL code
25 

and a detailed Inviscld code
6 2 

both using

equilibrium chemistry and coupled with the Aerotherm radiation code
63 

are presented also in Fig. 18.
These results are in reasonably good agreement with the flight data throughout the trajectory. Results

of another VSL code have been shown
25 

to be slightly lower than the present results. Comparisons of
calculated results with the Fire II data for the radiative intensity in the 2 to 4 eV spectral interval
are presented in Refs. 25, 62, and 64. Also, Ref. 62 provides detailed comparisons of the radiative
heating for a large ground-based experimental data base and results from the Apollo 4 flight data.

The results from the VSL code
25 

and from the inviscid code coupled with a convective heating

equation
6
2 are compared with the total heating-rate data in Fig. 19. Also shown Is the calculated

convective heating rate. Again, the computed results are in reasonably good agreement with the flight
data. At the time of the third heatshield, the heating is dominated by convective heating. At the time
of prak heating, heatshield 2, the calculated results are slightly lower and occur slightly earlier than
the flight data. The calculations show that 35 percent of the maximum total heating rate is due to
absorbed radiation. Furthermore, 70 percent of the absorbed radiation comes from the spectra greater
than 6.2 eV. Thus, while the actual measured flight data for radiation, Fig. 18, provided a mAns to
compare theoretical results at a spectral range less than 6.2 eV, the total heating data provide some
results to infer a comparison with radiation data for the vacuum ultraviolet region.

The agreement between the calculated results and flight data prior to peak heating was unexpected
and is probably fortuitous due to the dominating low-density nonequilibrium flow at the higher altitudes.

To explore these effects, the nonequilibrium Navier-Stokes (SLNS 
2
) solution was coupled with the

Aerotherm radiation code,
6 3 

as described in detail in Ref. 25, and the results are shown also in Figs. 18
and 19. This radiation code is based on the assumption of thermal equilibrium, but several attempts were
still made to adapt the code to the nonequilibrium condition. Unfortunately, the efforts are depicted by
the large discrepancies shown in the comparisons. The poor nonequilibrium predictions highlight the need
for a detailed nonequilibrium radiation code, such as discussed in Ref. 65, that can be fully coupled and

exercised efficiently in a detailed flowfield calculation. Two recent studies
65 '6 6 

have shown that
results based on chemical and thermal nonequilibrium concepts can provide good agreement with the Fire II
radiation data; however, the radiation transport was not coupled to the flowfield solution in these
solutions.

AFE MODEL

Heating calculations have been made over the AFE geometry for angles of attack from -10* to 100.

All of the calculations were performed at M - 9.86, p. - 1.256 lbs/ft
2 , 

and T - 94* R, which produced a

freestream unit Reynolds number of approximately 0.5 x 10
6
/ft. The calculated heat-transfer coefficients

from LAURA
26 

and AA3DRL
11 

are compared with experimental data obtained in the 31-Inch Mach 10 Hypersonic
Tunnel in Fig. 20 to help verify these computational methods for this configuration and to show the types
of heating distributions that will Occur over this class of vehicle. Boundary-layer edge properties for
the AA3DBL code were computed by the HALIS three-dimensional, inviscid flowfield code.

The results for a - 00 are presented in Fig. 20. These data are presented as h/href (where h is the

heat-transfer coefficient) versus nondimensional surface distance measured from the nose of the body.
The data in Fig. 20(a) are located in the pitch plane with positive values Of s/L for the lower symmetry
plane and negative values of s/L for the upper symmetry plane. The data in Fig. 20(b) are located in a
lateral plane passing through the nose. The experimental data were obtained on moderate fidelity stycast
models using the phase-change paint technique, and the accuracy is probably ± 20 percent.

In the symmetry plane, (Fig. 20(a)), the predicted heating near the stagnation point is slightly
higher for the LAURA code than for the AA3DBL 'de and should be more accurate since the LAURA code is
based on a solution of the full Navier-Stoke equations; however, there are no experimental data
available in this region. In the leeward-symmetry plane, the heating data is very low over the entire
skirt. The LAURA code results show a slight rise in heating near the end of the cone or the beginning of
the skirt (i.e., x/L - -0.21) which is caused by the rapid expansion of the flow in this region. Along
the windward-symmetry plane, the heating decreases rapidly at first but levels out over the aft portion
of the elliptic cone section. As the skirt Is approached, both methods predict an increase in heating
which peaks near s/L - 0.77 which is again caused by a rapid flow expansion. Although the LAURA code
results are much higher than the experimental data measurements, regions such as this are subject to much
larger than normal errors, and the data, without corrections for three-dimensional conduction effects,
would be expected to fall below the theoretical predictions. Both sets of predictions are in reasonably
good agreement with the experimental data.

In the lateral plane, (Fig. 20(b)), the AA3DBL results reach a small plateau slightly ahead of the
skirt and then fall continuously to a very low value near the base of the body. The LAURA results again
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show a peak in heating Just ahead of the skirt (x/L - 0.39) and then decrease very rapidly. The
experimental data show no peak in heating as also noted for the symmetry plane. In general, the
predictions are in again reasonably good agreement with the experimental data.

For the APE model, the HALLS aerodynamic coefficients have been shown
33 

to be in good agreement with
experimental data taken over a range of Mach numbers and ratios of specific heats (Y); whereas the
corresponding results for Newtonian theory are in poor agreement with either the computational or
experimental data. The aerodynamics are computed also at a flight condition of maximum dynamic pressure
using the HALIS code with an equilibrium air chemistry option to assess the validity of extrapolating
ground-test data to flight. The APE vehicle will fly in the free molecular, transitional, and continuum
flow regimes and experience the effects of nonequilibrium chemistry. For the present calculations, the
point of maximum dynamic pressure corresponding to the minimum flight altitude was selected to minimize
the effects of nonequilibrium chemistry and to be assured of continuum flow. An equilibrium chemistry
solution should provide a reasonable simulation of the actual flight condition. The HALIS-calculated
results for ground- and flight-test conditions were obtained at angles of attack between -I" and 10 in
5- increments.

The results of these equilibrium calculations for the critical aerodynamic coefficients of pitching

moment, Cm, are shown on Fig. 21 along with the computed values at the three tunnel conditions and the

Newtonian values for the flight condition. HALTS flight computations indicate that the vehicle trims at

zero degrees. Clearly, results from the M - 21.5 helium and M - 10 air tests would misrepresent the

aerodynamic and trim characteristics of the APE vehicle at this flight condition. Surprisingly, from a
stability standpoint, the C. values at zero degree angle of attack are similar for the Newtonian,

flight, and CF4 curves even though in magnitude, the Newtonian C value is seriously in error, whereas

the C. in CF4 is considerably closer to the flight value. From the standpoint of magnitude, the CF4
results are the best approximation to the flight values of Cm for a < 50

. 
However, over the same values

of a, there are considerable differences in Cm. Again, these predicted flight values are for air in

thermodynamic equilibrium, and the impact, if any, of nonequilibrium chemistry on the vehicle
aerodynamics has yet to be determined. Under no circumstances, either for tunnel or predicted flight
values, was the use of Newtonian pressures to determine aerodynamics of any practical use for this
configuration whose flowfield is dominated by subsonic flow behind the bow-shock wave.

CONCLUSIONS

An overview of previous investigations demonstrating the capabilities of both detailed and
engineering codes to predict the aerothermal environment about an entry vehicle has been presented. The
overview consists of a brief discussion of the computational methods and the experimental data and
presents comparisons of the predicted results and data. The focus is primarily on flight data analyses.

The predicted results are based on a series of computer codes employed by the Aerothermodynamics
Branch of the Space Systems Division at the NASA Langley Research Center. The detailed codes range from
a Direct Simulation Monte Carlo method to Investigate the high-altitude, low-density noncontinuum flow to
three-dimensional inviscid plus boundary-layer methods to investigate the lower altitude, continumm
conditions. The computational capabilities also include engineering codes which use various levels of
approximation to predict the aerothermal environment. The flight data represent measurements over a
diverse set of vehicle configurations. Aerodynamic and aeroheating results of recent ground tests are
also included because the tests provide data on a model of a pending flight project.

The overview provided the opportunity to demonstrate in a single source the capability of these
codes to predict the aerothermal environment about an entry vehicle. Comparisons based on flight data
were selected because these results yield the unique chance to assess the coupled real-gas chemistry
procedures included in the codes. The analyses of flight data were preceded by studies in which the
results of the codes were compared to predictions of other computational methods and existing
experimental data. While no one method was used, nor probably should be expected, to predict the whole
range of entry environment and vehicle configurations, the collection of codes demonstrated good existing
capabilities and future potential for predicting the aerothermal environment about flight vehicles. The
overview also illustrated procedures which were and should be used to verify a computational technique.
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